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Abstract Somefoundatioral conceptualssuesconcerninganticipatorysystemsareiden-
tified anddiscused: 1) Thedoublytemporalnatureof anticipationis noted:anticipations
aredirectedtoward onetime, andexist at another;2) Anticipatay systens canbe open:
they canperturbandbe perturbedby statesexternalto the system 3) Anticipation may
befacilitatedby a systemmodelingthe relationbetweents own output,its ervironment
andits future input; 4) Anticipations mustbe a part of the systemwhoseanticipations
they are. Eachof thesepointsare mademorepreciseby consideringvhatchangeshey
requireto be madeto the basicequationcharacterisingnticipatorysystemsin addition
somephilosophical questionsconcerningthe contentof anticipatoryrepresentationare
considered.
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1 Introduction

This paperdiscussesomefundamentaissuessurroundinghe notionof anticipatorysys-
tems. The goal is a characterisatiorof anticipatorysystemshatis generalenoughto
includenot only simplecasesof anticipaton, but alsosomesophisicatedforms of mod-
eling. Of course therearemary anticipatorysystemshatlack this sophistcation, but it
will bebeneficialto have agenerakheorywith whichwe canunderstandboththe sophs-
ticatedandlesssophisicatedsystemsasspecialcaseof the samegeneraform.

A cleardefinitionof anticipatorysystemss givenin [Rosen,1989:

An anticipatorysystemis a systencontainirg a predictve modelof itself
and/orof its ervironment, which allows it to changestateat an instantin
accordwith the model's predictiongpertainingto a latterinstant.

Thisis frequentlymademoreformal by sayingthatananticipatorysystemis a systemX
whosedynamicalevolutionis governedby:

X(t+1)=F(X((t),X"(t+1)), (2)

whereX*(¢ + 1) is X'santicipation or prediction,of whatits statewill beattimet + 1.



Becauseof a prior interestin cognitive scienceand artificial intelligence,which re-
quireexplanationin causaterms,thediscussia in this paperis restrictedto anticipatory
systemdor which egn. 1 andits descendanfiorms capturea causalrelation. It will not
beenoughfor a systemmerelyto be describablean termsof suchequationsthe equation
mustmodelcausaldependencies the systemscharacterisedThus,the systemaunder
discussio arewhathave beencalled“weak” anticipatorysystemge.g.,[Dubois,200Q).

Onecango furtherandinquire asto the extentto which suchcausaklanticipatorysys-
temsarecomputatnal. Are thereinterestingsub-classesf causalanticipatorysystems
which computetheir modelsof self andworld? Which computetheir next statebased
on their modelsof self andworld? Must all causalanticipatorysystemsomputein this
sensepr cantherebe non-comptationalyet causalanticipatorysystems?Theseques-
tionswill have to be addressedt a later date. For now, no assumptions madeasto the
computatimal or non-compudtionalnatureof thesesystemsonly causalityis assumed.

2 TheDoubly Temporal Nature of Anticipatory Systems

Theintuitive notion of anticipatonis of arelationinvolving notonebut two pointsin time:
not only thetime of the statebeinganticipatedput the time at which the anticipationis
occurring. In general systemscananticipatemorethanone stateat a time, andcan, at
differenttimes,anticipatewhatthingswill belike ata giventime. | cananticipatewhat
DecembeR5thwill belikeonbothDecembef3rdandDecembef4th;andonDecember
25th 20021 cananticipatewhatit will be like on December25th 2003 and December
25th2004.Thereforetheterm X*(¢ + 1) is only well definedfor a particularsubclas®f
constrainedanticipatorysystemssystens for which the function X *(¢) is constanover
thetemporalextentof thatanticipation.For anticipatorysystemslescribedy eqn.1, the
constanyg of this functionis trivially ensuredy virtue of thefactthata stateis only ever
anticipatednce,atthetime immediatelyprior to thetime of the anticipatedstate.

Thus, a naturalgeneralisatiorof the formal notion of an anticipatorysystemwould
be to parameteris¢he anticipationfunction X* with the time of anticipation (second
parameterjn additionto thetime anticipatedfirst parameter)Thespecialcaseof eqn. 1
is thenexpresseds:

X(t+1) = F(X (), X*(t +1,1)). @)

But we now have a way of expressiig a wider variety of anticipatorysystens. For
example,a “reminiscent”systemwhich takesall of its pastanticipatonsconcerninghe
next time stepinto accountin determinng its next statewould be describedy:

Xt+1)=FX@),X (t+1,t), X (t+1,t—1),X*(t+1,t —2)...). (3)

However, having anunrestrictechumberof agumentanay be problematic.Further
more, thereis the intuition that taking into accountall of one's previous anticipations
is typically doneby modifying one’s currentanticipation. Thatis, whenonetakes past



anticipatiors into account,onedoesso by alteringone’s currentprovisional anticipation
X**(t) in thelight of one's (memoriesf) previousanticipationsX *(¢ — 7). Soperhaps
a betterway of modelingthis kind of dependencevould be to stipuate the recursve

definition:

X*(1,t) = Gx«(X™(1,t), X" (1,t = 1)), 7 > t. 4)

With this definition we can captureboth “reminiscent” and the more usual“for getful”
anticipatorysystemsproviding suitabk alterationsaremadeto G x-. For the caseof the
usual,“forgetful” systempnecouldhave:

Gx*(-T,y):-T, (5)

while aGx+ whichtruly depend®n bothof its agumentsvould provide aform of remi-
niscence.

(Onecould allow for a more generalsystemby addinga temporalparameteto G
to allow it to vary with time. This samepoint goesfor all the functionsinternalto X
thatareintroducedbelow (e.g.,I*, F*, E*, O*, etc.). To avoid further compl«ity, these
possiblities will not be discussedurtherin this paper andwill not be expressedn the
notation.)

3 TheEnvironment and Openness

The formulationsof the notion of an anticipatorysystemjust consideredstill fall short
of the generalcase. Rosens intuitive notion includesanticipationof statesexternalto
the system while the equationsconsideredso far only modelanticipationof the states
of the systemitself. Admittedly, [Rosen, 19784 shows how a formulationin termsof
self-anticipationcan be augmentedvith a simple mappirg in orderto cover the caseof
theanticipation of anothersystems statesput anexplicit inclusion of bothcasesnto the
formalismwouldfacilitatethe analysisof mary systems.

Thefocusonthecaseof self-anticipatbn goeshand-in-handavith a presupposion on
the partof theequationsonsideredofar: that X is aclosedsystem;X’s evolution does
notdependnarnything outsideX . YetRosensintuitive notion if nothisformalanalysis,
takesthe generalcaseof ananticipatorysystento be anopensystemyeceving “inputs”
or “data” from theworld. AlthoughRosenstresseshatananticipatorysystemactsonthe
basisof its model,not on the datadirectly, he neverthelessassumeseven requiresthat
themodelbeformedfrom theinputdata:

We stressagainthatthecommonfeatureof all theseexampledssthetrans-
duction of presentdatainto future data(i.e. into predictions)throughthe
ageng of amodelof theworld. Theessentiapointto bearin mindis thatit
is the prediction ratherthantheinitial data,whichis theactualstimuus, and
it is the modelrelatingthe two which underliesthe adaptve characteof the
behaior sogeneratedRosen,1978apagel56,originalemphasis].



(This passageavill alsoberelevantwhendiscussigtheassumponsof causalityin antic-
ipatory systemsespeciallycomputhg anticipatorysystens.)

Oncethesetwo possibilties, of othermodelingandopennessareexplicitly acknavl-
edgeda questionarisesasto how to incorporateheminto the formalismof anticipatory
systemsLet usfirst considerthe generalisatioof X from aclosedto anopensystem.

3.1 Opennessli: Input

To accommodatepennesspneneedonly addaninput function I (¢) which canprovide
apointof couplingbetweenX andary othersystemopenor closed:

X(t+1) = F(X(), X*(t +1,1), I(t)), (6)

Thus,I will in generabea functionfrom therealnumbergo a vectorof variableswvhich
capturethe aspect®f the environmentwhich impingeon X.

(Note concerningnotation: Like mary of the functionsintroducedin this paper I is
dependenbn the systemX underconsiderationbut ratherthanclutterthe notationwith
aubiquitaus X subscriptthedependengchasbeenelided.)

But justas X’s future statedependsiot only onits currentstatebut alsoon its antic-
ipationof its future state,soalsowill its future statedependhot only on the actualinput
it recevesbut alsoon its anticipation/* of whatthatinput will be. For an opensystem
adequatelyo predictits future state it mustmodelnotonly itself but alsoits inputs,since
its future statewill dependon thoseinputs. And like X*, I'* will be doublytemporally
indexed to reflectthetime of theanticipationaswell asthetime of theanticipatednput

However, a questim arisesconcerninghow bestto reflectthis possbility in the for-
malism One optionis to addthe expectationof input explicitly into egn. 6, but this
would not properlyreflectthe role 7* is playingin the system.The functionof I* is to
assistin the computationof the anticipaton X **. This computatbn requiresa model,
F*, of how the stateof X is affectedby its input I. So a betterformulationwould not
involve achangeo the basicstateequatiorfor X, but to theequatiordefiningthecurrent
contritution X ** to theanticipaton X * of X:

X*(1,t) = F*(X*(r — 1,t), I"(1 — 1,t)), 7 > t. (7)

Note that this doesnot duplicatewhat was capturedin eqn. 4. To illustrate, eqn. 4
captureshow your pastanticipationsof whatwill happenon Decembe5th affect your
currentanticipaton of whatwill happeronthatdate.Eqn. 7, onthe otherhand,captures
the effect that your currentanticipation of whatwill happenon December24th hason
your currentanticipaton of whatwill happeron DecembeR5th.

Furthermorewe can,in a mannersimilar to whatwe did for X*(r,¢), make I*(r,t)
dependenbn previousestimated* (7, — n):

I'(r,t) = G- (I (7, t), I*(1,t — 1)), 7 > t. (8)

where:



e [**(7,t) is X s provisional anticipaton of I(r) attime;

e (G« isafunctionsimilar to G x+, abore, which modelsthe effect, if arny, thatprevi-
ousanticipationf I(7) have onthe currentanticipation! *(7, t) of I(7).

At this point, a generalmethodobgical patternemegesfrom two reasonablgrinci-
ples:

e Principle 1: If thebestmodelwe canhave of asystemz’s basicdynamicss given
by anequatiore, thenthe bestmodelthatz canhave will have the structureof e.

e Principle2: Themodelingrelationdistributesover functionalcompositon; thatis,
thefollowing postulateseemgplausibleA modelz* of asysteme = f(y, z) should
taketheform z* = f*(y*, 2*).

If we wereto take theseprinciplesat facevalue,eqgn. 6 would imply the following
definitionof X™*:

X*(r,t) = F*(X*(r — 1,t), (X*)*(r — 1,¢), [* (T — 1,t)), 7 > t. (9)

(Onemight raisetheissueherethat X needsto modelthe variablesr andt¢ aswell,
but thiswill notbediscussedn this paper)

Of particularinterestis the secondargumentto F*, X’s modelof its modelof itself,
(X*)*. Obvioudy, this is the beginning of a regressthat can be iteratedindefinitely,
providing arbitrarylevels of reflection.Until furtheranalysisof thisaspecof anticipatory
systemsanbe carriedout, suchpossbilities will beignored:we will restrictoursehesto
systemslescribablen termsof egn.7.

3.2 Opennessll: Output

A majorinsightof thecyberneticandgenerabystemspproaches thatsystemsandtheir
ervironmentanutualy determingheir statesn adynamiccoupling. Thatis, X typically
will have someeffect ontheworld, or “output”, which typically will alterthe stateof the
world. This changen world statemayin turn alterthe inputsto X, andsoon. This can
be capturedoy thefollowing equations:

O(t) = H(X (1)) (10)

It+1)=J(E()) (11)

E(t+1)=K(E(t),0(t)) (12)
where:

e O(t) istheoutputof X attimet;



e H is afunctionwhich determinesvhatthe outputof X is given X’s state;

E(t) representshe stateof the environment excluding X, but including anything
which maypotentialy causallyimpingeon X within oneunit of time from ¢;

J captureshow the stateof the ervironmentdeterminegheinputto X atthe next
time step;

K captureshow the currentstateof the ervironment alongwith X via its output
O, determinehe next stateof the environment.

Someexplanationf the choserform of theseequationsanbe given.

It mightbethoughtthat.J shoutl dependn X; thatis, onemightbelieve thattheervi-
ronmentalonedoesnotdetermingheinputto X. Considethecaseof, say aparamecium
receving inputsvia stimulationof its cilia. A stimulationon theleft sideof the organism
is distinctfrom a stimulation on the right side. Yet the environmenal conditiors which
causethesedistnct inputs maybeidentical(stimulationimpinging on the organismfrom
thenorth,say);the only differencemay be the orientationof the parameciunwithin that
ervironmentalspace(the left sidefacingnorthvs theright sidefacingnorth). In this ex-
ample,the questionconcerning/ comesdown to: is the orientationof the paramecium
part of the stateof the ervironmentin which it is located,or part of the parameciumit-
self? Properlyspeakingit is neither;it is a relationbetweernthe two. But suchrelations
aredifficult to capturein thefunction-basedramework beingconsiderechere,sol have
arbitrarily decidedto modelaspartof E therelationsbetweenX and E which affectthe
inputto X. This hastheadwantageof simplifying eqn.11 by avoiding areferenceo X.

One might wonderif it would be betterto eliminatesomeof the variables,by not
having inputandoutputfunctions/ andO, andinsteadhaving X andE co-definedsuch
as:

X(t+1) = F(X(t), X*(1), E(1)); (13)
E(t + 1) = Oalt(X(t))a (14)

whereQ,;; capturegheeffectthatX hasontheenvironment. While technicallyadequate,
egns.13 and14 fail to revealandexploit structurethatwe know to exist: the regionsof
interfacecapturedoy 7 andO in egns.10and11. Highlighting theseinterfacesis notan
arbitraryact;the very notionof a systemis thatof arelatively denseegion of dynamical
activity which is marked off from otherclustersof actiity by a perimeterof relatvely
lessactivity. Input andoutputarethe migrationsof casualeffect acrossthis perimeter
Merely notingthatsystemdepend®n ervironmentwhich depend®n systemgnoresthe
reductionin compleity thatcanbe achievedby acknavledgingthis perimeter

Giventhat X’ sfutureinputsmaydependnits own outputsjt followsthatin orderfor
X properlyto anticipateits future inputsandthusits own future statesjt mustanticipate
its own outputs

O™ (r,t) = H* (X" (7, 1)), 7 > 1; (15)



O*(1,t) = Go«(O**(1,t),0*(1,t — 1)), 7 > t, (16)
where:

e O* andO** captureX'santicipatiors of its outputin thesameway as X * and X **
do for anticipationsof the stateof X, andas/* and I** do for anticipatios of the
inputto X, respectiely;

e H*is X’'smodelof H: of how theoutputof X is determinedy the stateof X;

e (o« playsthe samecombinng role for O* andO** asG -+ doesfor X* and X**
andG - doesfor I* andI**.

3.3 Modeling Self by Modeling Environment

By Principlesl and2, X shoul take theseanticipatonsof its outputinto accountalong
with ananticipationof the stateof the ervironment, whenforming an anticipatio of its
input. Thiscanbemodeledy creatingtheanticipatorywersionsof egns.11and12,along
with anequationwhich doesfor X’s modelof the environment, E*, whateqns.7 and8
dofor X* andI*, respectiely:

I'“(r,t) = J(E*(1,t)), 7 > t; (17)
E*™(r,t) = K*(E*(1,t — 1),0%(1,t — 1)), 7 > t; (18)
E*(1,t) = Gp«(E™(7,t), E*(1,t — 1)), 7 > t. (19)

Sincewe aretrying to producea modelof X thatallowsfor sophsticatedanticipatory
capabilitiesgvery elaboratioronthedynamicsof X promptsacorrespondinglaboration
of thedynamcsof X*.

The analysisof the ervironmentgiven by eqn. 12 will in mostcasese inadequate.
Most environmens aretoo comple to be understoodn termsof a singlefunction E; the
simplificationthatresultsfrom, e.g.,dividing the environmentup into objects,locations
events,propertiesetc. is necessaryBut if werequirea structurednodelof the erviron-
ment, thenit is very likely thatany sophistcatedanticipator X, will requireone also.
Thatis, if changesaremadeto F, thenby principlesl and2, correspondinghangewwill
bemadeto E*.

However, perhapsve have over-appliedPrinciplesl and2. Someapplicationsof the
Principlesstill seemcorrect: A typical opensystemX cant hopeto anticipateits own
statesunlessit modelsits inputs. But evenif we areinterestedn the mostsophisicated
anticipatorswhy shouldX’s modelof theworld have to mirror our own? Or, puttingthe
questioninto epistemologal terms,why shouldwe be boundto believe that X’s model
of theworld mustmirror our own? PerhapsX needdo have structurein its modelof £
if it is to have any hopeof successhut mustwe assumehatits modelbe isomorpfic to



our own? Canwe not make senseof a systemthatmodelstheworld in termsof objects,
locationseventsand propertieswhich we do not? If so, what becomesf Principlesl
and2: how canthey be alteredsothatthey requiremirroring betweerour modeland X *
when,andonly when,suchmirroring is actuallya necessity?

Herewe quickly getinto deepphilosoghical waters;a full treatmentannotbe given
here.But onepointcanbemade:therearesome(e.g.[Davidson,1974) who have argued
thatthis notion of a conceptuakchemedifferentfrom oursis incoherent.In suggesting
that| canspecifyan X that carvesup the world differently than| do, a contradiction
appearslf | really canspecifysuchan X, thenl mustpossesshe conceptausedin that
specificationandso X's schemes not distinct from my own. Thus,thereis a strong
mirroring constraintbetweerour modeland X *.

The precedingargumentseemsa bit hasty however. It assumeshatthe only way to
specifya modelis by usingthe sameconceptsasthatmodel. Thatis, if | amto specify
an X that anticipateservironmentalstateswith a model E* that employs the concept
thingswithin read, thenl will have to usethe conceptthingswithin read in doing so.
We cancall specificationgvhich incur this requirementonceptuakpecificationsBut if
therearenon-conceptuaspecificationspneswhich do notrequirethetheoristspecifying
amodelto possesshe conceptghatthe specifiedmodelemploys, thenthe possibilty of
specifyingan X which modelsthe world in a mannerradically differentfrom our own
reappears(The distinction betweenconceptuahndnon-conceptuaspecificationsnade
hereis similar to, but crucially differentfrom, the distinctonsmadein the literatureon
non-conceptuatontent;e.g. in [Cussins199(0.) Oneway of makinga non-conceptual
specificationof X* would be to describethe causalmechanisnthatrealisesX *; but the
benefitof sucha specificationcanonly be retainedif one gives up the ability fully and
correctlyto analysehe causaimechanisnon a conceptualevel.

4 A System’s Anticipations are Part of that System

In sectionl it wasstatedthatan emphasin anticipatorysystemswvhich compute and
computeusing,their anticipationgequiresananalysiswhich reflectsthe causalstructure
of thesystem In section2, we saw thatthis pointhadtheresultof of dividing theaspects
of a systemwhich realisean anticipation(of X (¢ + 1), say)into two componentsthe
currentcontribution to the anticipaton, andthe partof the currentstatewhich carriesthe
effect, if ary, of previousanticipatiors of X (¢ + 1).

A similar point canbe madeconcerninghe evolution of X itself. Thefirst thing to
noticeis thatif we wantthe structureof our modelsto illuminatethe causalstructureof
the systemswve aremodeling, thenwe needto modify all of our equationsvhich define
X (e.g.,eqn.6). Specificdly, theanticipatiors that X hasmustbe, strictly speakingpart
of systemX itself. Considerthefirst sentencef the abstracof [Rosen,19783:

An anticipatorysystemis one which containsa subsystm which can
sene asa predictve modelof theworld [p 155,emphasisadded].



(Notethatthis definitionmentionamodelingtheworld, ratherthe systemitself, which
supportgheapproachn section3.)

Sincetheanticipatimmsof X, bethey of X itself or someexternalsystemaresubsys-
temsof X, it is redundanto have futurevaluesof X dependbothonthetotal stateof X
andits anticipations Soratherthanusingsomethiig basedn eqn.6, onemight prefer:

X(t+1) = F(X(t), X*(t + 1,4), I(t)), (20)

where X (t) is the stateof the non-anticpatorypartsof X attimet.

However, while egn. 20 might delineatean interestingand manageablsub-clasof
anticipatorysystemsit mayfail to captureghegeneraktase.Specifically it seemgossilbe
for thereto bea systemwhichis redundantn theway justdescribedIt mightbethatthe
phystcal aspectf a systemwhich realisean anticipation might have an effect on the
behaiour of the systemby virtue of their raw physcal properties,in additionto their
effect as(thingswhich realise)an anticipation. Thus,the mostgeneralaccountrequires
retentionof eqn.6.

In a similar manney we can acknavledge a distinction betweenthe aspectsof X
which carryinformation aboutprevious statesof X', andthosewhich do not. Sincethese
“memorytraces’maybeincorrector incomplete we candenotethemwith a superscript
notationsimilar to thatusedto denoteanticipationsyhich arealsopotentiallyinaccurate
orincomplete:X — (¢t —n). In orderto collecttogetherall memorytracesinto onevariable
(to avoid having anindefinitenumberof parameteplaces)we canstipulate:

Xt+1)=FX@0), X (t+1), X (t-1)), (21)
whereX ~ (¢ — n) is definedrecursvely by:
X~(t—1)=J(X"(t-1), X (t—2)), (22)

where X~ (¢t — 1) representshe contritution at time t-1 to the total memorystate
X~

5 The Content of Anticipation

What is it that makes one statean anticipation of another? This difficult questia is
a specialcaseof anotherdifficult questim: what makes one statea representatiorof
anotherdt is asubstantie matter sincewe areinterestedn anticipatonswhich canplay
a causalole in the functioningof a system.Thatis, the notionof anticipationin play is
notentirelyobserer-relative; theintrinsic propertiesof the systemplacesomeconstraint
onwhatanticipationsanbeascribedoit. A stonecannotbecomeananticipatorysystem
in the senseemployedin this paperjust by someonealecidingto seeit assuch(compare
[Chrisley, 1994).

Therearefour partsto the contentof ananticipaton thatmustbeaccountedor. What
is it abouta statethatdeterminesor playsa partin determining:



1. thatit is ananticipation atall (asopposedo, say amemory)?

2. thatit is an anticipationof the system/tate/objecit is an anticipationof (of, say
the stateof alight, ratherthanof a clock)?

3. thatit is ananticipation of thetime thatit is ananticipationof (asopposedo some
othertime)?

4. thatit is ananticipationwith the predicatve contentit has(ananticipationthat,e.g,
thelight will begreenratherthanananticipation thatit will bered)?

Questioronemight beansweredunctionally Thatis, a stateis ananticipationif it is
usedassuch:if thestateguidesbehaiour in theway characteristiof anticipationsrather
than,say memories.If a statemakesme putout my handin a configurationappropriate
for catchingaball, then,ceterisparikus, it is understandablasananticipationthata ball
will passby mesoon.

But anticipatonscanbe directedtoward particularobjects:| cananticipatethatthat
particular ball will move pastmein two seconds Answeringquestiontwo seemgo re-
quire morethanan appealto function; any corventioral notion of function will not be
able,on its own, to yield the directednessr intentionalty of anticipationstoward par
ticular objects. A standardacticin trying to explain particularityis to appealto causal
relationsbetweertherepresentingtateandsomeobjector statein orderto singleit outas
theparticularbeingrepresentedSuchatacticseemsmpossiblehere sincethestatebeing
representeds in the future. Many, even of thosewho areinterestedn anticipatorysys-
tems,areunwilling to talk of backwardscausationfor familiar reasong[Rosen,1978ap
157] cites[Windeknecht1967 to supportthis caution,but onecanfind morephilosomh-
ical objectionsto backwardscausationsuchasthe bilking agumentin [Black, 1958).
But if we assumeéhatstatesarecomposedf objectswith variouspropertiesandin vari-
ousrelationsto eachother thenwe canusethe temporalextensia of objectsto provide
uswith causakelationsthatarenottowardfutureevents My anticipatio is thatthat par-
ticular ball will passhy mein two second$ecausé¢hatball in thefutureis the sameball
which hasalreadyhadcausaimpacton my retinaandcausedneto form theanticipation
in thefirst place.

Neverthelessthereare caseswherewe have an anticipationinvolving an objectin
the future, with which we have hadno causalinteractionat the time of the anticipation
Thus, the soluton just outlinedis not availablein suchcaseswhatshoutl we do? One
suggestia is to abandorparticularityfor suchanticipatons.Onecanonly have anticipa-
tionstoward particularobjectswith which onehashadsomecausainteraction(however
remoteor indirect). If nosuchinteractionexists, thentheform of ones anticipationis not
thatof beingdirectedtowarda particularobject,but rathertowardary objectthathappens
to meetsomedescriptve condition. Whenl anticipatethattherewill bea carin front of
me whenl drive to work tomorrav, my anticipationis not aboutary particularcar, but
ratherwhichever carhappengo occugy thatplace.



The temporalaspect®f anticipaton raisedin questionthreealsoseemto be decom-
posableinto a functionaland a particularpart. Thatan anticipationis directedtoward
sometime, and specifically sometime in the future, falls out of the very notion of an
anticipation Soit would seemto be a functionalmatter involving the way thata stateis
used,thatdetermineghatit is directedtoward somefuture time. It mayevenbea func-
tional matterthatthe stateis anticipatinga time two minutesin thefuturefrom thetime of
the anticipation.But what makesthe anticipationoneof 12:02on DecembeR5thrather
than23:590n DecembefB1stis thefactthatthestateoccurredat 12:00o0n Decembef5th
insteadof 23:570n DecembeB1st. Sothetime of the statebeinganticipatedwill depend
notonly onthefunctionalpropertiesof the anticipatingstate but the particular absolute,
non-functionakemporalpropertiesaswell.

The fourth questionis perhapghe mostdifficult. The philosophicalcommuniy has
only a few candidatetheoriesof representationatontent,which attemptto explain the
sourceof representatioin termsof causalelations,evolution, asymmetriadependence,
or conceptuatole. Thereis nospacenereto gointo detail;but afew quick points concern-
ing the contentof anticipatorystatescanbe madeby comparingcausalandevolutionary
accounts.

Causaltheoriesof representatioffe.g.,[Dretske, 1981) usuallytake the representa-
tion to be aboutwhatever causedhe representatioto becomeactive or comeinto exis-
tence. This is not a satisactoryaccountfor the contentof anticipatons, sinceby their
very naturethey areaboutthingsin the future,which couldnothave beenthe causeof the
anticipation andmaynotevenoccuratall.

Evolutionary theoriesof representatiorfe.g.,[Millikan, 1984]) requirea representa-
tion to be something which hasbeencopiedor reproducedver time. Suchtheoriesthen
take the contentof a representatioto be whatever conditionin the ervironmentthe an-
cestorof therepresentationovariedwith, thatalsoexplainswhy therepresentatiofsur-
vived' or wasreproducedTo give asimplisticandimplausble yetillustrative example a
particularstateof an organisms nenoussystemwill have the content‘predatornearby”
if that statehasbeencopiedfrom stateswhich happenedo be actve whena predator
wasnheartheorganismsancestorsandthatcoincidencas partof theexplanationwhy the
statehasbeenreproducedpresumablybecauseat causedbehaiour which allowed the
organismto avoid the predatorandreproducethuspassingonthe“predatornearby”state
to its offspring.)

It mightbethoudt thata backward-lookingtheorysuchasthis would suffer from the
problemjustidentifiedfor causalapproachesanticipatiomsareof thingsin the future,so
how could anaccountof representationalontentwhich appealdo evolutionary history,
which is even moreremote,apply to anticipation® But evolutionary accountsare more
subtlethanthat. For example,it could be partof the explanaton for why the ancestors
of a statesurvived andwerereproducedhatthey occurredtenseconddeforea predator
crossedhe plain to attack. Thatis, it could be a covariancewith an eventin the future
which explainsa representatios’evolutionary value. In sucha case the contentof the
representatiomould be ananticipatoryone.



However, this raisesa generalworry, not with just an evolutionaryaccountbut with
ary accountof anticipatorycontent. In the examplejust given, on what groundsdo we
saythatthatthe contentis “in thirty secondspredatomwill be here”ratherthan“predator
is now thirty secondsway”? Thatis, cant any purportedanticipationbere-interpreteds
arepresentatiothatis non-anticipatoryinsteadndicatingwhatconditionsarelike now?
This may be a problemwithout subsance;it may be that nothingof import dependsn
which of thetwo interpretationsve give. Butif it is substantie, thensomephilosoplical
work will have to bedonein orderto clarify this fundamentaaspecbf anticipaton.

Any accounbf representationalontenthasto besuchthatit is possiblefor represen-
tationsto misrepresentto bein error For example,a causalaccountthat identifiesthe
contentof a representatiomwith whaterer causedt fails to meetthis criterion, sinceit is
impossble on suchanaccounfor arepresentatioto beaboutsomethiig otherthanwhat
causedt. Evolutionaryaccountgarebetter in thatit is possble for r to have thefunction
of representingpredatorynearby”,asa resultof r’s evolutionary history, andyet for r
to misrepresenin virtue of the currentfacts(i.e., r is active, yet no predatoris nearby).
But theability of evolutionaryaccountgo explainthe possbility of misrepresentatiohas
beenquestioned.

In ary casejt seemghatary theoryof representatiothatcanaccounfor anticipation
will mostlikely solve the misrepresentatioproblemarnyway. Anticipationsaredirected
towardnon-actuattatesf affairs,thosethatarein thefutureandmayor maynotbecome
actual.If onecanexplain how this fundamentaproblemof intentianality, datingbackto
Brentanoand even the ancientGreeks,canbe solved thenonewill be ableto usethat
solution to shav how arepresentatiosanbe directedtoward a non-actuaktateof affairs
in the presentwhichis justwhatwe meanby afalseor misrepresentingepresentation.

6 Conclusion

The equationggiven above allow us, in a precisemanney to broadenour notion of an
anticipatorysystemo includesomesophsticatediorms of anticipaton, including antici-
pationof timesthatarenot a fixeddistancento thefuture;andanticipationof a systems
output, ervironmentand input. Furthermorewe cannow begin to explore what con-
straintsareplacedon thedynamicsof a systemonceonerecogniseshattheanticipations
a systemhasmustbe realisedsomehw in the causalstructureof that system. Finally,
someconceptuabuestiononcerninghe contentof anticipatoryrepresentationghich
mustbe answerecave beenidentified.
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