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Abstract

Aphasia is a disability of language processing often suf-
fered by people as a result of a stroke or head injury.
In order to assist aphasic readers we are developing
a system which automatically simplifies English news-
paper texts as available on the Internet. The system
combines state-of-the-art natural language processing
tools with innovative research on text simplification.
We present the architecture of the system, discuss the
analysis of newspaper text and a number of criteria
for simplification. In addition, we provide some ini-
tial implementation details and propose an evaluation
method.
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Introduction

Recently, there has been increasing interest in the use
of results from natural language processing for the de-
velopment of assistive technology.! Here, we address
this topic by reporting preliminary work carried out in
the research project “PSET: Practical Simplification of
English Text”.2 The aim of the PSET project is to de-
velop a system to assist people suffering from aphasia®
(or dysphasia)—language impairment typically as a re-
sult of a stroke or head injury—in reading newspaper
texts.

Aphasia is a huge problem worldwide: the National
Aphasia Association reports that one million Americans

'See, for example, the working notes of the 1996
AAAT Fall Symposium on Developing Assistive Technol-
ogy for People with Disabilities, and reports on the
first and second workshop on natural language pro-
cessing and communication aids (1996 and 1997) at

<http://alpha.mic.dundee.ac.uk/ slanger /workshop.html>.

’PSET is a three-year project funded by the UK En-
gineering and Physical Sciences Research Council (refs
GR/L50105 and GR/L53175), and Apple Computer Inc.
The first author is supported by an EPSRC Advanced Fel-
lowship. Further information about PSET is available at
<http://osiris.sunderland.ac.uk/“pset/welcome.html>.

3For a detailed discussion of the various medical and
linguistic aspects of aphasia see, for example, (Albert et
al. 1981), (Caplan & Hildebrandt 1988), (Lesser 1978)
and (Lesser & Milroy 1993).

have aphasia, and the British charity Action for Dys-
phasic Adults puts the figure for the UK at 250,000.
Though the language impairments of aphasic people
can be quite diverse in character, it is likely that a
great many aphasic people will at some time encounter
some problems in understanding written text. In order
to assist aphasic people with respect to this aspect of
their impairment, we are developing a system which au-
tomatically simplifies English newspaper texts as avail-
able on the Internet. The system combines state-of-the-
art natural language processing tools with innovative
research on text simplification. We present the archi-
tecture of the system, discuss the analysis of newspaper
text and a number of criteria for simplification. In ad-
dition, we provide some initial implementation details
and propose an evaluation method.

It is generally argued that the impairments of apha-
sic people can provide a window on normal language
function (see, for example, (Howard & Hatfield 1987)
and (Shallice 1988)). We therefore envisage that the
research we carry out through the development of this
system and its evaluation will not only be of use to
aphasic individuals, but might also assist normal, non-
native speakers whose access to written English text is
restricted by limited foreign language skills.

The organisation of the remainder of the paper is as
follows. In the next section, we give an overview of the
architecture of the system. We then discuss the syn-
tactic analysis of newspaper text as performed by our
system, the reasons why text simplification is necessary,
and the techniques we propose to use. Finally we de-
scribe the set of field experiments we intend to perform
to evaluate the implemented system, and make some
concluding remarks.

Overview

Figure 1 gives an overview of the architecture of the
system we are developing. The system can roughly be
divided into two main components: an analyser compo-
nent which provides a syntactic analysis and (partial)
disambiguation of the newspaper text, and a simplifier
component which subsequently adapts the output of the
analyser to aid readability for aphasic people.

The analyser consists of three subcomponents: a lex-
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ical tagger, a morphological analyser and a parser. The
simplifier component consists of two subcomponents: a
lexical simplifier and a syntactic simplifier. Each of the
subcomponents of the system are described briefly in
the next sections.

Both the input and the output of the system are in-
tended to be marked-up text documents: the ‘markings’
themselves are passed through the subcomponents of
the system unchanged. Specifically, our input is Hy-
perText Markup Language (HTML) documents, and
we fetch these automatically from the online version of
the Sunderland Echo newspaper? (the local daily news-
paper of a city in the north-east of England).

Analyser

The analyser is an enhanced and extended version of
a pre-existing system for robust domain-independent
syntactic parsing of English, using a unification-based
grammar of part-of-speech (PoS) and punctuation la-
bels coupled with a probabilistic LR parser. Currently,

AThe online version of the newspaper is accessible
through <http://www.sunderland.com/echo/index.htm>.

the system is able to compute an analysis for around
80% of sentences in a substantial corpus of general
text containing a number of distinct genres (Carroll &
Briscoe 1996). Many of the ‘failures’ are due to a re-
quirement to find a root sentence, and not being able
to find one in fragments from dialogue, etc. We intend
to relax this stipulation, and also make use of recent
grammar learning techniques—for example, in (Os-
borne Submitted)—to dynamically improve coverage in
a principled and tractable manner. The system achieves
accuracy that is comparable to the state-of-the-art:
on a random sample of 250 in-coverage sentences the
system has a mean crossing bracket rate of 0.71 and
bracket recall and precision of 83% and 84% respec-
tively when evaluated against manually-disambiguated
analyses.

Lexical tagger The first subcomponent of the anal-
yser is the lexical tagger, a first-order HMM PoS
and punctuation tag disambiguator, which assigns and
ranks tags for each word and punctuation token in se-
quences of sentences (Elworthy 1994). The tagger in-
cludes a recently-developed unknown word guesser with
an accuracy of around 85%; however we are currently
devoting effort to creating a customised, large lexicon
that covers a larger proportion of words in newspaper
text, together with an efficient disc-based access mech-
anism.

Morphological Analyser The morphological anal-
yser is a robust, efficient tool based on finite state
techniques that performs an inflectional analysis of the
words in a text, given the PoS assignment made by
the tagger. This component is an enhanced version of
the GATE project lemmatiser (Cunningham, Wilks, &
Gaizauskas 1996).

Parser The parser uses a feature-based unification
grammar of PoS and punctuation labels, assigning
‘shallow’ phrase structure analyses to tag networks (or
‘lattices’) returned by the tagger (Briscoe & Carroll
1995). Off-line compilation of the grammar is used
to improve run-time parsing efficiency (Carroll 1994):
the parser is able to construct a representation of the
full set of parses for a sentence in time that is empir-
ically only quadratic in sentence length. The parser
uses probabilistic information acquired from training on
treebanked corpora, and returns ranked analyses (Car-
roll & Briscoe 1992; Briscoe & Carroll 1993). As an
example, the structure output by the analyser for the
(headline) sentence from the Sunderland Echo Elderly
Couple Hurt in Gas Blast is given in figure 2.

Simplifier
Aphasic people may encounter many problems when
reading. (Devlin Forthcoming) shows that these prob-
lems can be of a lexical nature as less frequent words
are often not readily available, and also of a syntactic



(S (N1 (AP ("elderly" JJ))
("couple" NN1))
(VP ("hurt" VVO)
(PP ("in" II)
(N1 ("gas" NN1)
("blast" NN1)))))

Figure 2: Example output of the analyser for a (head-
line) sentence

nature in that particular constructions may pose seri-
ous difficulties for understanding. In addition to these
general aspects of text that constitute problems for
aphasic readers, there are also problems caused specif-
ically by newspaper text such as the typical very com-
pact summary-like first paragraph in an article. Sen-
tence length can be problematic for aphasic people,
and broadsheet newspapers tend to include sentences
of around 32-35 words. Even in local papers the aver-
age is 16-20 words (Keeble 1994). A common feature of
‘tabloidese’ is the frequent use of compounds and adjec-
tives, for instance in phrases such as Twenty-five-year-
old blonde-haired mother-of-two Jane Smith. Although
in-house newspaper style books warn against overuse of
the passive, newspapers want to attract the attention
of the potential reader and so they employ more sen-
sational sentences like A bid to build an incinerator on
local wasteland was today accepted by the council rather
than the more straightforward (and easier for aphasic
readers) The council today accepted a bid to build an
incinerator on local wasteland.

Syntactic simplifier Aphasic people have problems
with syntactic constructions that deviate from canon-
ical Subject-Verb-Object order. For example, passive
sentences like The boy was kissed by the girl where in-
terchanging the subject and the object results in a se-
mantically acceptable sentence, are problematic. De-
spite the presence of the syntactic cues was, -ed and
by, aphasic readers have difficulty understanding such
a sentence. In order to assist aphasic readers, we there-
fore propose to replace passive constructions with active
constructions.

Other syntactic simplifications that significantly im-
prove the readability of newspaper text include the
elimination of multiply embedded prepositional and rel-
ative phrases, and generally the replacement of longer
sentences with two or more shorter ones.

We are in the process of building a rule based syn-
tactic simplifier which will convert passives into actives,
split conjoined sentences and extract embedded clauses.
The simplifier will utilise unification pattern match-
ing over phrase marker trees produced by the analyser,
and will operate iteratively, repeatedly applying rules
to simplified trees until forms are reached that cannot
be simplified further. It is expected rule sets will be
ordered and that possibly single-shot rules may be re-

quired although the feasibility of this is unclear at this
stage. This approach is broadly similar to that pro-
posed by (Chandrasekar, Doran, & Srinivas 1996).

There are a number of possible problems and chal-
lenges here: for example the maintenance of text co-
herence and cohesion—for the aphasic as opposed to
the normal reader; also the observed effect of the total
length of a text being increased when longer sentences
are replaced by multiple shorter ones.

Lexical simplifier The lexical simplifier builds on
work reported in (Devlin & Tait 1998) and (Devlin
Forthcoming). Devlin’s simplifier feeds the content
words, one at a time, from the analysed newspaper
text into the WordNet lexical database (Miller et al.
1993). For each word a file is created containing the
synonyms held in WordNet for that entry. The sim-
plifier reads the file and extracts a percentage of the
synonyms—specified by the user depending upon what
level of simplification is required—and interrogates the
Oxford Psycholinguistic Database (Quinlan 1992) for
the Kucera-Francis frequency of each synonym and the
original word. The most appropriate word (with the
highest frequency) is selected and written to an output
file so reconstituting the newspaper text.

Many words used in isolation are ambiguous. Syn-
tactic analysis can often resolve this ambiguity by con-
sidering words as part of a larger construction, espe-
cially when an analyser incorporates statistical informa-
tion. However, sometimes disambiguation is not pos-
sible without a deep semantic analysis which is very
costly and would thus seriously compromise the practi-
cality of the system we are developing. Since we refrain
from an elaborate analysis of the meaning of the text,
lexical simplification could possibly change its mean-
ing. However, we believe that in practice this will
not turn out to be a problem given the observation
that less frequent words—which are thus candidates for
simplification—often have a very specific meaning, i.e.
are less likely to be ambiguous.

Evaluation

We will perform an experimental evaluation of the sys-
tem in the field using as subjects aphasic people who do
not have reading problems related to vision.> Further-
more, we will ensure that we test only people who pos-
sess a sufficient level of comprehension, by restricting
the experiments to people who score between 3 and 8
on the sentence reading (comprehension) subtest of the
Boston Diagnostic Aphasia Examination (Goodglass &
Kaplan 1983).

For the purpose of the experiments, the newspaper
text will be presented to each aphasic subject using

SEvaluating our system with aphasic people who also suf-
fer from visually related reading problems would confound
our experimental results.



a laptop computer.® The experiments are planned to
take place in a closely monitored and supported setting
probably within the aphasic person’s own home. As-
sessment of the readability of the simplified text and
the usability of the system will be made by observation
and interview.

Conclusion

We have described a system to assist aphasic readers
that we are currently developing that combines state-
of-the-art natural language processing tools with inno-
vative research on text simplification. After an auto-
matic linguistic analysis and (partial) disambiguation of
newspaper text, the system applies both syntactic and
lexical simplification techniques to improve the read-
ability of the text. The system will be evaluated using
reading experiments with aphasic people. We envisage
that the results of this project will not only be of use to
aphasic individuals, but might also assist normal, non-
native speakers whose access to written English text is
restricted by limited foreign language skills.
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