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Measuring learning using an untrained
control group: Comment on R. Reber and
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R. Reber and Perruchet (this issue) argue that use of control groups without training is unsound
for establishing that learning has occurred. We show that inferring learning from a difference
between a trained group and an untrained control in no way relies on their implausible additivity
assumption, and that untrained control groups can be an invaluable aid to the researcher.

What is the nature of human learning? How do people learn? Are there different types of learn-
ing? These questions exercise many researchers in different disciplines. One increasingly
active literature that has been motivated by such questions is the implicit learning literature,
started in 1967 when A.S. Reber asked if people could learn artificial grammars in an implicit
way. The artificial grammar learning task has remained a dominant paradigm for investigating
implicit learning ever since. R. Reber and Perruchet (this issue) seek to show that basic ideas in
the artificial grammar learning literature (and the learning literature generally) regarding how
to answer even such a simple question as “Has learning occurred?” have been deeply
misguided.

First let us note what we find useful about the paper. R. Reber and Perruchet provide
implicit learning researchers with valuable information on particular biases that subjects may
possess in classifying artificial grammar learning strings in the absence of learning. They fur-
ther show that the particular set of biases that they found in their untrained subjects were
likely to be the same as those in the untrained subjects in a number of previous studies con-
ducted in a number of different countries. This is what we take to be the positive contribution
of their paper. Learning (it seems to us) involves the replacement of one set of biases with
another, and so it is potentially useful in investigating learning to know what biases subjects
start with.
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However, R. Reber and Perruchet believe that they have established something further.
They state that the standard method of inferring learning from a difference in performance
between a trained group and an untrained group relies on what they call the “additivity
assumption”. The additivity assumption is the assumption that learning consists of the strict
addition of a new set of biases on the enduring initial set of biases. They point out that it is
highly unlikely that any researcher actually explicitly makes this assumption. Presumably,
when asked, most researchers (and that includes us) would assume that learning in general
involves a replacement of one set of biases by another. Replacement rather than addition of
biases is consistent with any of the empirical models of artificial grammar learning that exist in
the literature (e.g., Berry & Dienes, 1993; Dienes, 1992; Dienes, Altmann, & Gao, 1999;
Kinder & Shanks, 2001; Servan-Schreiber & Anderson, 1990) and with models of implicit
learning generally (e.g. Cleeremans, 1993; Dienes & Fahey, 1995, 1998; Sun, 2002). That is,
according to the models, the initial set of biases are at least attenuated, and even completely
eliminated, when learning is complete. R. Reber and Perruchet’s claim is that although
researchers (which include themselves) a priori regard the additivity assumption as unlikely,
researchers implicitly assume additivity whenever they conclude that learning occurred
because a trained group classified better than an untrained group. R. Reber and Perruchet
then show empirically that when trained on an artificial grammar, subjects do not persist with
their old biases and just add some relevant additional ones; subjects instead display a com-
pletely different, if not opposed, set of biases from those of an untrained group. Consistent
with theoretical expectation, the additivity assumption is wrong. R. Reber and Perruchet con-
clude that learning should not be established by comparing a trained group with an untrained
group.

We agree with R. Reber and Perruchet that the additivity assumption is false in most cir-
cumstances. In fact, Dienes, Kurz, Bernhaupt, and Perner (1997) had earlier shown that
untrained subjects do not respond randomly to strings but in very consistent ways and that
these biases change with training. What we disagree with is that it follows that learning cannot
be established by comparing a trained group with an untrained control. In fact, we are quite
perplexed by this conclusion.

We note that the issue for R. Reber and Perruchet is not whether subjects have learnt the
rules of the grammar (whatever “the” grammar is) or something else, like exemplars, or frag-
ments. The issue is not about what is learnt, only whether learning has occurred at all. They
make the implicit proviso that they are interested in whether subjects have learnt any “genuine
features of the grammar”, but this is “regardless of whether these features are construed in
terms of rules, exemplar memory, or fragmentary information”. What feature would count as
a “genuine feature” of the grammar is left unspecified (just as the question of what counts as
the grammar is). Maybe the point of the paper turns on this; but one cannot give a substantial
answer to the question of when a feature is a “genuine” one or not in the absence of a theory of
what type of learning one is interested in. On the other hand, the authors only wish to take us to
the “limits inherent in any methodological recommendations”, leaving details of “theoreti-
cally motivated tasks” to individual experimenters. If one’s particular learning theory is not
relevant, the content of the learning is not relevant to their recommendations. Any content will
do. For current purposes, we take learning to be acquiring some content positively correlated with
the experimenter’s grammar, or acquiring content more positively correlated with the experimenter’s
grammar than when the subject started learning. By “positively correlated” we mean that the
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content when used to classify some set of items will produce classification responses correlated
with the responses required by the experimenter’s grammar (Dulany, Carlson, & Dewey,
1984). (Even this is a restricted definition; the subject may have thoroughly learnt a grammar
that just happened to produce classification responses uncorrelated with those produced by
the experimenter’s grammar for the test set in question even though perfectly correlated for
the training set.)

Do difference scores assume the additivity assumption?

If we assume that the additivity assumption is true, then a subject starts with a set of initial
biases together with some variance in classification performance that is literally random (if it
was not random it would be some bias, we presume). L.earning consists of replacing some of
the random variance with new biases, leaving the old ones intact, just as strong as they were. If
the learning mechanism is reacting appropriately to the experimenter’s grammar, classifica-
tion performance will improve. That is, given that the additivity assumption is true, a trained
group of subjects will have a higher classification performance than an untrained group when
learning has occurred.

Now let us assume that the additivity assumption is false. A subjects starts with an initial set
of biases. Learning consists of the replacement of these biases with a different set more corre-
lated with the experimenter’s grammar. The prediction is that a trained group will have a
higher classification performance than an untrained group when learning has occurred.

Whether we assume the additivity assumption or not, we predict in general that the trained
group will have a higher classification performance than the untrained group when learning
has taken place. Taking a difference score in no way assumes the additivity assumption,
contrary to the repeated (though never justified) claims of R. Reber and Perruchet.

It may be, as R. Reber and Perruchet suggest, that the initial biases are correlated with the
grammar. Take the case where the correlation is negative. For example, grammatical strings
may have less symmetry than non-grammatical strings in a way that untrained subjects are
responsive to. Untrained subjects would then classify below chance. Trained subjects may
learn that grammatical strings are asymmetric in this way. This knowledge may bring perfor-
mance up to chance. Has learning occurred? Redington and Chater (1996) sensibly suggest not
treating chance performance as evidence of learning. If we did in this last case, the chance per-
formance of the trained subjects would lead us to say that they have not learned. In the sense of
having acquired a set of biases that are positively correlated with the grammar, this is true: We
should not say the subjects have learnt. On the other hand, the subjects have acquired a set of
biases that are more positively correlated with the grammar than the pre-existing biases, and
this could be taken to be a form of learning. (We would need to establish that subjects were not
responding randomly but in consistent ways to different stimuli to establish that the trained
subjects did indeed have a set of biases. Note that we do not need any additional control groups
to establish this.)

If we allow learning of the relative symmetry of the strings to continue so that performance
is above chance, then learning has occurred by either criterion. R. Reber and Perruchet might
object that symmetry is not a “genuine feature” of a grammar (R. Reber and Perruchet
describe it as a “non specific feature”). That just depends on the grammar and therefore one’s
theory of what should be learnt. Many context-free grammars produce inherent symmetries
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or anti-symmetries (see, e.g., Dienes & Perner, in press, for an example with artificial gram-
mar learning); becoming sensitive to these symmetries is part of learning the grammar.

Let us assume that the subjects’ biases are initially correlated with the grammar. Untrained
subjects would then perform above chance. If this set is replaced with another set that as a
whole is correlated with the grammar even better, then classification performance would
improve. But maybe subjects, for some strange reason, stop using some biases that are corre-
lated with the grammar and replace these with other biases correlated to just the same degree, a
possible scenario raised by Reber and Perruchet. There is apparently no overall learning—no
difference in classification performance between trained and untrained subjects—but change
has occurred. It is not net learning, but it is learning of a sort when one considers not the set of
biases as a whole but particular subsets of biases. Determining what has been learnt—and
unlearnt—is the important question. This can be tracked without using any other control
groups; indeed, R. Reber and Perruchet show just how this can be done. It is precisely the
comparison of the trained group with the untrained control that allows learning (in terms of
the whole set of biases or just a sub-set) to be monitored, as we see next.

The content of what is learnt

The important question in any investigation of learning is not simply whether learning has
occurred, but what it is that subjects have learnt. A model or theory may predict a difference
score between trained and untrained groups; finding such a difference therefore corroborates
the model. (This assumes the model can model the existing biases of subjects. We suggest this
is a useful characteristic to build into models, as was explicitly done, for example, by Dienes &
Fahey, 1995, Sun, 2002.) The model or learning theory makes a falsifiable prediction (the
trained group should perform better than the untrained group), and empirically validating the
prediction corroborates the model. There is no need to assume the additivity assumption in
drawing this conclusion.

Although the model has been corroborated, it has only been weakly corroborated. The sub-
jects have learnt something, but have they really learnt what the model or theory predicts? It is
important to look at how subjects classify particular items. Contrasting theories of what could
have been learnt need to be set up, and item characteristics need to be manipulated to distin-
guish the theories. The artificial grammar learning literature has been replete with examples of
just this sort of practice since McAndrews and Moscovitch (1985; conceptually replicating the
delayed publication of Vokey & Brooks, 1992). Indeed, a prominent example of this sort is
Perruchet and Pacteau (1990), who manipulated test items that had non-permissible bigrams
or permissible bigrams in non-permissible locations. More recently, Tunney and Altmann
(1999, 2001) manipulated training and test item characteristics in a series of artificial grammar
learning studies to determine both the nature of the knowledge that can be transferred across
domains (cf., Altmann, Dienes, & Goode, 1995) and the kinds of learning process that could
underpin such transfer.

A useful way of investigating what item characteristics subjects are sensitive to was used by
Johnstone and Shanks (1999). They performed a multiple regression over items to see which
item characteristics predicted subject responses. This is a technique that we ourselves are
using in current research, and R. Reber and Perruchet also illustrate how the technique can
help indicate the content of subjects’ knowledge. As an aside, we would initially like to
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comment on a difference in use between Johnstone and Shanks, on the one hand, and R. Reber
and Perruchet on the other. Johnstone and Shanks performed a regression for each subject
separately and then analysed the regression coefficients over subjects, allowing statistical gen-
eralization to other subjects. Significance testing cannot be performed for each subject sepa-
rately, because of non-normality of the residuals, but an unbiased estimate is provided for the
least squares coefficients for each subject (e.g., Gujarati, 1995), and significance testing can be
performed over subjects. R. Reber and Perruchet performed the regression only over items,
allowing in principle statistical generalization to other items but not to subjects. (What other
items? Almost all grammatical items with the constraints used in item selection would have
been used up in the study.) R. Reber and Perruchet comment that they think their method is
preferable because of the assumption that the “incremental effect” of the independent variable
“remains constant throughout”, and this is problematic for a dichotomous variable or proba-
bility. Itis of course equally problematic for a percentage (or a linear transform thereof), and so
if they regard the constant incremental effect as a problem, it is a problem for them equally. If
in doubt, one can use logistic regression for each subject, and then analyse over subjects. When
the effects of each independent variable are relatively small, there is no need to use logistic
regression.

R. Reber and Perruchet use multiple regression to show how training changes the biases
used in classification. There is a statistically significant change in the regression coefficients
between untrained subjects and trained subjects, and R. Reber and Perruchet use this to indi-
cate that one set of biases have been replaced with another set by the process of training.
Because this satisfies the definition of learning that R. Reber and Perruchet say most research-
ers hold, they have demonstrated how the use of an untrained control group is sufficient for
demonstrating learning, and not only that learning has occurred but also, through the use of
multiple regression using item characteristics as independent variables, what learning has
occurred. Of course, the multiple regression does not tell one definitively what subjects have
learned; there is no one methodological tool that can do that. Multiple regression can help dis-
tinguish competing theories that the experimenter has mustered, given sufficient statistical
power, but no more. The true content might merely be correlated with some of the variables
that the experimenter has isolated; the usefulness of the technique depends on how imagina-
tive the researcher is in proposing potentially relevant variables.

Multiple regression is only one technique for investigating the content of what is learned.
Converging evidence could be obtained by training subjects on items constructed in different
ways. For example, Perruchet and Pacteau (1990) helped bolster their case that subjects pre-
dominantly learned bigrams by training subjects on bigrams and showing that such subjects
were still good at classifying normal test items. Similarly, R. Reber and Perruchet showed that
for their materials, subjects may not have learned content isomorphic with the experimenter’s
grammar, because when subjects were trained on materials constructed by a simpler con-
straints, the experimenter’s grammar was still predictive in multiple regression. In order to
take these findings further, one would need to come up with a theory of what could plausibly
be learned from both training regimes, given the particular items used. There can be no the-
ory-independent method of determining the content of learning, and therefore what training
regimes are best contrasted.

Curiously, R. Reber and Perruchet suggest that as long as control subjects respond in non-
random ways, the comparison of the group with another trained group is problematic. It
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follows that the only valid control group is not one that is motivated by some theory, but one in
which subjects respond randomly. If this is the case, why not just compare trained subjects’
responding to a chance baseline? To use control groups only in this way, it seems to us, would
miss the point. The aim of a theory of learning is to specify how biases change, and there is no
reason why the change has to be from a random state to a systematic state.

Conclusion

R. Reber and Perruchet claim that their additivity assumption is necessary for using untrained
control groups to establish learning, while admitting that probably no researcher subscribes to
this assumption. They go on to use untrained control groups to show the assumption is false
and that learning proceeds by the replacement of one set of biases by another. Because this
satisfies the definition of learning that R. Reber and Perruchet say most researchers hold, they
have themselves demonstrated how the use of an untrained group is sufficient for demonstrat-
ing learning (even if they would not themselves subscribe to this view of their own work).
Their experiments also illustrate how any further methodological requirement for establish-
ing what learning has occurred is completely theory dependent. No general pre-theoretic rules
can be laid down as to what control groups should or should not be used; it all depends on what
the researcher wants to show. In addition, given insightful theories, analysing differences in
the item characteristics that trained and untrained subjects are responsive to can be an
invaluable aid to the researcher.
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