
Rule Learning by
Seven-Month-Old Infants and

Neural Networks

Gary F. Marcus et al. (1) familiarized
7-month-old infants with sequences of sylla-
bles generated by an artificial grammar; the
infants were then able to discriminate be-
tween sequences generated both by that
grammar and another, even though sequences
in the familiarization and test phases em-
ployed different syllables. Marcus et al. stat-
ed that their infants were representing, ex-
tracting, and generalizing abstract algebraic
rules. This conclusion was motivated also by
their statement that the infants’ discrimina-
tion could not be performed by a popular
class of simple neural network model.

Marcus et al. make a number of state-
ments regarding the supposed inability of
statistical learning mechanisms, including
neural networks, to account for their data.
One model they describe (2) was developed,
however, to model precisely the kinds of
abstract generalizations exhibited by the in-
fants in the report. Marcus et al. state that this
model cannot account for their data because,
unlike the infants, it relies on being supplied
with attested examples of sentences that are
acceptable in the artificial language used dur-
ing the test phase. This is not the case.

Our model used a simple recurrent net-
work (3) with an extra encoding layer be-
tween the input and hidden layers of nodes.
During training, the network was presented
with grammatical sequences of syllables
(each input node corresponded to a partic-
ular syllable). The network’s task was to
predict the next syllable. Weights on con-
nections between the nodes were adjusted
with the use of back-propagation. At test,
the weights on connections to the hidden
layer were frozen (simulating an adaptive
learning procedure). Both grammatical and
ungrammatical sequences of hitherto un-
seen syllables were then presented to the
input layer, using input nodes that had not
been used for training. The network’s clas-
sification of these sequences [determined
by an equivalent of the Luce choice rule
(4 )] did not differ from human participants’
above-chance classification of the same
stimuli. This was achieved, contrary to the
description given by Marcus et al., without
pre-test exposure to any test sequences,
without feedback at test on which sequenc-
es were grammatical and which ungram-
matical, and when the input nodes corre-
sponded to individual words in the language
(contrary to a further statement in their report

concerning limitations on generalization).
Subsequent simulations using the same

network (5) demonstrated that above-chance
discrimination at test between “grammatical”
and “ungrammatical” sequences can be
achieved (within certain parameters) even
when the only basis for discrimination is the
difference in “repetition structure” (for ex-
ample, the ABA and ABB manipulation in
the report). The statement by Marcus et al.
that the ability to represent repetition pat-
terns such as ABB or AAB is outside the
scope of most neural network models of lan-
guage is unlikely to be correct in light of
our findings and demonstrations of recurrent
networks’ ability to learn context-free gram-
mars generating AB, AABB, AAABBB . . .
(6).

We have also simulated the findings in the
report (1) directly, using their own stimuli.
We trained eight versions of our network on
the ABA grammar and eight on the ABB
grammar. At test, each network was present-
ed with ABA and ABB test sentences in
random order, using input nodes that had not
been used in training (thereby simulating a
change in vocabulary). As each network
“saw” each successive test sequence, we cor-
related the network’s prediction of what it
would see next with the next input, and cal-
culated also the Euclidian distance between
the two. With learning rate and momentum
set at 0.5 and 0.01, respectively, and 10 iter-
ations around each test item, we found sig-
nificantly higher correlations for congruent
sequences than for incongruent ones [F
(1,15) 5 20.8, P 5 0.0004], and a signifi-
cantly smaller euclidian distance between
prediction and target for congruent targets
than for incongruent ones [F(1,15) 5 23.1,
P 5 0.0002]. Like the infants studied by
Marcus et al., our networks successfully dis-
criminated between the test stimuli.

The conclusions by Marcus et al. stated in
the report are premature; a popular class of
neural network can model aspects of their
own data, as well as substantially more com-
plex data than those in the report. The cog-
nitive processes of 7-month-old infants may
not be so different from statistical learning
mechanisms after all.
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Response: Although I concede that in our
report (1) we misunderstood the model of
Dienes, Altmann, and Gao, there are still
three good reasons to doubt that their model
provides the correct account.

First, whether the model can be said to
capture our data depends on how one inter-
prets the outputs of the model. If one inter-
prets the model in terms of what word is most
active at any given moment (a standard way
of analyzing models of this general class),
one finds that the model does not “learn” the
training grammar, but instead oscillates be-
tween (say) the ABA and ABB grammars. In
contrast, if one uses the method of Altmann
and Dienes for interpreting the model, one
finds that the model successfully discrimi-
nates between the consistent and inconsistent
items. Thus, the model could have been made
compatible with our results (by interpreting
the outputs as do Altmann and Dienes) or
with a result in which the infants could not
make the discrimination (by interpreting the
model’s output to be the most active unit).

Even putting aside this issue of how to
interpret the model, one is still left with a
purpose-built model that makes a number of
nonstandard assumptions that limit its gener-
ality and plausibility. The “success” of the
model depends on iterating each test sentence
multiple times before moving on to the next
sentence (a technique not generally used in
connectionist simulations of language and
cognition), and an external mechanism that
can freeze a specific subset of connection
weights. (In other words, this external device
must “turn off ” learning in one part of the
model, but not another.) It is unclear what
sort of neural system could implement this in
the brief period of time which the infants
have in our experiments, and unclear whether
the architecture proposed by Altmann and
Dienes could be used in other cognitive tasks.

Finally, and most important, my prelimi-
nary work with the model of Altmann and
Dienes suggests that what the model does is
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not to genuinely abstract a rule, but rather to
map the encodings of one set of words onto
the encodings of another set of words. To
tease apart these two possibilities, I conduct-
ed a slightly different experiment, in which
the model was habituated on the same 16
ABA sentences as our infants in Experiment
1 in our report (“ga ti ga,” and so on), but
tested on a slightly different set of test trials.
In the first two test trials, the model was
tested on the item “wo fe wo”; after a number
of iterations, the model mapped “wo” onto
(say) “ga” and “fe” onto (say) “ti.” Next, I
trained the model on either “fe wo wo” or “fe
wo fe.” With the use of the output interpre-
tation technique developed by Altmann and
Dienes, I found that the model would “look
longer” at “fe wo fe” than at “fe wo wo,”

presumably because the model is strongly
driven by information about “wo” appearing
as the third word in the sentence. An inter-
esting, open question is whether infants, too,
would do this, or whether they would do the
opposite, looking longer at “fe wo wo” than
at “fe wo fe.”
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