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Abstract

Evolutionary Robotics seeks to use Evolutionary Algorithms
for the purpose of creating real and simulated robots. The
choice of fitness functions is a key determinant in the evolved
behavior exhibited by the robot. The paper introduces energy
constraints into the fitness function as a preliminary investi-
gation into seeking to influencehow evolved robots resolve
tasks rather thanwhat tasks they accomplish. An experiment
is described where an artificial Sensor-Motor control system
(based on the GasNet model of neuromodulated neural net-
works), is evolved for a robot whose task is to seek and ac-
quire balls in a physically simulated environment. The results
indicate that at least for this simple task a neural network can
be evolved that achieves an energy efficient solution that is
at least equal in performance to a control study where energy
expenditure is not included in the fitness measure. This paper
seeks to make out a case for the inclusion of energy expen-
ditures in fitness measures, as agents are under greater selec-
tion pressure to make use of available sensory systems. It is
hoped that the approach outlined in this paper will be useful
in helping to develop energy efficient robots, particularly in
applications such as legged locomotion.

Introduction
One of the goals of Evolutionary Robotics is to find ways in
which we can build intelligent robots through using method-
ologies and algorithms that are inspired by natural systems.
In the process we also gain some insight into how natural
systems operate, since a model or approach that proves suit-
able for solving a given task may give us some clues as to
how natural systems solve similar problems.

Typically in Evolutionary Robotics simple experiments
involving sensor/motor tasks are solved through the evolu-
tion of artificial neural networks (Beer, 1995; Urzelai and
Floreano, 2000; Nolfi and Floreano, 2001; Bongard and
Paul, 2000). However, more complex locomotive prob-
lems have also been addressed (Reil and Husbands, 2002;
Vaughan et al., 2004). Other researchers have sought to
compare the suitability of alternative neural network models
in evolutionary simulations (Tuci and Quinn, 2003; McHale
and Husbands, 2004b).

Often in such simulations the energy constraints placed on
a simulated organism are implicit, either due to the physical

design of the robot and its power-supply, or through para-
meters chosen for actuators in physical simulation. Typi-
cally there is no cost penalty associated with higher energy
use in the completion of a task, nor benefit in engaging in
energy efficient activity. As a consequence the behavior ex-
hibited by the evolved robots is often not typical of behav-
ior exhibited by living organisms, which clearly do have en-
ergy budgets determined by their activities and metabolism.
This problem is of interest to Evolutionary Roboticists for
two reasons; clearly energy efficient robots have greater eco-
nomic value than those that are wasteful, and it may be more
difficult to evolve intelligent behavior where energy supplies
are relatively unconstrained.

Energy and Life
At the macro-level Energy processes are of major impor-
tance in driving Ecological Systems (Jorgensen and Ben-
doricchio, 2001) whilst at the micro-level, energy governs
the biological reactions that support life (Haynie, 2001).
Within this broad spectrum of work, Biophysics and Bio-
mechanics are amongst the most relevant areas to scientists
seeking to evolve life-like robots or artificially simulated
creatures. Interesting examples of the application of Bio-
physics to predict animal behavior include that by D. M.
Gates, who uses energy based models to predict lizard activ-
ity patterns, and predator-prey relationships (Gates, 2003).
In the field of Biomechanics the extensive works of R. Mc-
Neill Alexander, are of particular relevance to scientists con-
sidering locomotion in living organisms from an energy per-
spective (Alexander, 2003).

There are three key questions that are of pragmatic inter-
est to researchers in Evolutionary Robotics, these are:

1. How do energy constraints influence behavior?

2. How can we generate appropriate locomotor control sys-
tems that are energy efficient?

3. Does the imposition of energy constraints make it eas-
ier or more difficult to evolve effective integrated sensor-
motor control systems?



Quite clearly the questions raised above are very broad in
their scope. This paper describes a starting point and a basic
methodology from which it is hoped that we can start to ad-
dress some of these issues in greater detail. The focus of this
paper is on the effect of the imposition of energy constraints
on the relative utilization of motor and sensor facilities in
solving a simple task.

Experimental Setup
Previous work (Husbands et al., 1998) involved evolving a
GasNet based neural network for a real and simulated Ro-
bot, with the goal of moving towards a triangle and ignoring
a rectangle. The experiment reported here differs in its focus
on energy efficiency rather than the successful execution of
a simple sensor-motor task. The following section describes
the experimental set-up, together with details on the GasNet
implementation and the evolutionary algorithm used. Whilst
the following section describes the key experimental para-
meters, additional parameters that relate to the generation of
the GasNet morphology are discussed in more detail in the
source cited above.

The Robot and Its Environment
A model was made of a “toy” robot with minimal sensor
and motor capacity. The robot exists in a physically simu-
lated 3d world. Motion is achieved through the application
of linear and rotational forces to the robot at its center of
mass. A GasNet (described in more detail below) compris-
ing 16 nodes is evolved to provide the motor signals for the
application of forces to the robot. Each “node” represents a
neuronal cell. Four of these nodes act as motor neurons. The
rotational torque is determined by the sum of two motor out-
put neurons. Torque is applied to the robot around a vertical
axis centered at the robots center of mass. The linear force is
the sum of two motor output neurons, oriented in the robots
“forward” direction, and passing through the robots center
of mass. As a result, the robot is capable of rotating clock-
wise and counter-clockwise, as well as moving forwards and
backwards.

The robot has four sensors. These comprise raycasts into
the physically simulated world. This data is minimally pre-
processed before passing to two sensor neuron inputs. One
sensor input simply registers whether or not an object has
been hit. Any of the rays striking an object will result in an
input value of +1 applied to the sensor neuron input, and -1
when no objects are detected. The second sensor neuron re-
ceives a value that corresponds to the average distance from
the ray source to the detected object across all sensor rays
when an object is within sensor range. If a sensor ray de-
tects no object, then the distance measured by the robots’s
sensor rays is taken to be the maximum value of the ray-
cast’s sensor range. The average distance value for all rays
is mapped to value within the range [+1,-1]. Effectively we
have two sensor modalities; the first neuron will detect any

Figure 1: Side View of Robot and Sensor Rays

objects within the robots “visual” range, the second sensor
neuron will be activated when the robot is close to a target
object. The raycast sensors and robot can be seen in Figure
1.

The robot exists in a planar world within which, in ini-
tial experiments, 24 large spheres are placed. The “jaws” of
the robot are slightly wider than the width of the spheres.
The width of the robot jaws is 16 units, the spheres have a
diameter of 15 units. The spheres are randomly distributed
within a two-dimensional annulus. An additional “exclusion
corridor” ( 70 units wide) is created, such that a robot travel-
ing straight forward or backwards will not collide with any
spheres. The length of the robot is approximately 48 units,
the range of sensor rays 100 units, the inner radius of the
annulus is 95 units and the outer radius 400 units. The aim
of the task is to capture a sphere in the robot’s jaws.

Trial Description and Fitness Function

Each trial consists of 10 sub-trials. At the start of each sub-
trial the robot is placed at the origin (the center of the annu-
lus), and 24 spheres are randomly distributed within the an-
nulus (with the exception of the exclusion corridor described
above). Typically one or two spheres would be within sen-
sor range if the robot were to rotate 360 degrees around its
vertical axis. Due to the high variability in the distribution
of spheres in each sub-trial, a large number of sub-trials are
required to establish a representative fitness value. Figure 2
shows the distribution of spheres for a typical sub-trial.

There are two forms of the fitness function used in this
experiment. The first form is used in tests where there is no
cost penalty for using the maximum energy available to the
robot. In this case the fitness value of the robot is taken to be
the relative closeness of the sphere as measured by the ro-
bots sensor rays (measured as a fraction of the total ray dis-
tance) at the termination of a trial. The trial is terminated if
the robot closes to within 10 percent of its total ray distance



Figure 2: Top View of Robot in its Environment

(i.e. 10 units from the origin of the sensor rays). This cor-
responds to the sphere entering completely into the robots
“jaws” (which constitute a channel that is 20 units deep).
Each sub-trial is weighted to be a 10th of the total fitness
sum of the trial. The maximum theoretical fitness of the ro-
bot is 1.0 corresponding to 10 trials where the robot acquires
a sphere target in its jaws. However, due to the early termi-
nation condition, practically the maximum fitness attainable
is 0.9 plus a small value corresponding to the distance trav-
eled in one physically simulated time-step prior to the early
termination condition being detected.

The alternative form of the fitness function penalizes the
robot for the excessive use of energy. Energy expenditure of
the robot is measured indirectly by considering the energy
of the entire system. At each time step the kinetic and po-
tential energy of the system is calculated for all objects. The
total energy of the system at the prior time-step is saved,
so that we can observe any increases in the total energy of
the system (Ec in Equation 1 below). The total energy of
the system can decline due to energy dissipation occurring
in non-elastic collisions, or in work done against friction.
Since the only source of energy in the system is that pro-
vided by the application of forces to the robot, all positive
increases in the energy of the system are attributed to energy
expenditure by the robot. Since there are no springs in the
robot, we do not need to consider the transference of kinetic
energy to that of potential energy in joints.

This approach yields only an approximate estimate of en-
ergy used by the simulated robot, as it neglects work done by
the robot in decelerating bodies in the system. However, it
is likely to be sufficient for making estimates of relative en-
ergy expenditure between simulated robots when averaged
over 10 sub-trials. We use this value (Ec ) to calculate an
Energy Efficiency Factorρ, that tends to one for low energy
usage and zero for high energy usage in accordance with the

function;

ρ =
e−(Ec−k1)/k2

(1+e−(Ec−k1)/k2)
(1)

Where:

ρ is the Energy Efficiency Factor.

Ec is the cumulative positive changes in kinetic plus po-
tential energy of the system.

k1 is a bias term chosen to be 600.

k2 a scale term that is chosen to be 150.

The Energy Efficiency Factor is multiplied with the fit-
ness term used to calculate fitness in systems that are not
energy constrained. For example, in the case where the ro-
bot acquires 10 spheres in 10 trials and attains an unadjusted
fitness value of approximately 0.9 (due to the early termina-
tion condition), this value is multiplied by the Energy Effi-
ciency Factorρ. If the Energy Efficiency Factor evaluates
to 0.5, then the fitness of the robot is taken to be 0.45. The
values ofk1 andk2 were chosen heuristically so that a wide
range of sensor-motor “behaviors” were not excessively pe-
nalized, but those that appeared to rely largely on exploit-
ing the maximum motor output capacities of the robot were
heavily penalized. The values were chosen such that in an
initial population most individuals would typically exhibit
an Energy Efficiency factor between 1.0 and 0.5. Robots
that made continuous use of the maximum linear and rota-
tional forces available to the robot would typically exhibit
an Energy Efficiency factor of less than 0.1.

Artificial Neural Network - GasNets
GasNets draw their inspiration from the biological action of
Nitric Oxide in neural systems (Husbands et al., 2001), as
such they are an abstraction of a neuromodulated neural net-
work. The nodes exist in a 2-dimensional plane, where node
position, connectivity, gas emission and sensitivity charac-
teristics are under evolutionary control. Equation 2 shows
how the transfer function of each node is affected by local
gas concentration.

yt+1
i = tanh[kt

i (
∑
jεMi

ω ji σ(yt
j + Ii))+bi ] (2)

Where:

yit +1 is the activation of the i’th node at timet +1.

yt
i is the activation of the i’th node at timet.

kt
i is a time-varying transfer function modulator. The value
of k varies with gas concentrations at the i’th node, see
equation 6.

Mi is the set of all nodes that have an input to the i’th node.



Ii a sensor input to the i’th node.

bi a bias term for the i’th node wherebi ∈ [−2,2].

ω ji is the weight of the output from the j’th node to the i’th
node whereω ∈ [−4.0,4.0].

σ is the logistic activation function.

In comparative studies GasNets have shown themselves
to be moreevolvablethan comparable networks that do not
incorporate gas modulation, in simulation and when used in
real robots (Smith et al., 2003). Other studies have shown
them to excel in the evolution of networks given the task
of supporting bipedal (McHale and Husbands, 2004a) and
quadrupedal locomotion.

The GasNet diffusion model is controlled by two geneti-
cally specified parameters; the radius of influencer and the
rate of build up and decays. Spatially, the gas concentra-
tion varies as an inverse exponential of the distance from the
emitting node with a spread governed by the radius of influ-
ence (r), with the concentration set to zero for all distances
greater thanr (Equation 3).

C(d, t) =
{

e−2d/r ×T(t) d < r
0 else

(3)

Here C(d,t) is the concentration at a distanced from the
emitting node at timet. te is the time at which emission
was last turned on,ts is the time at which emission was last
turned off, ands (controlling the slope of the functionT) is
genetically determined for each node. The total concentra-
tion at a node is then determined by summing the contribu-
tions from all other emitting nodes (nodes are not affected
by their own concentration, to avoid runaway positive feed-
back).

The maximum concentration at the emitting node is 1.0
and the concentration builds up and decays from this value
linearly as defined by Equations 4 and 5 at a rate determined
by s.

T(t) =
{

H
( t−te

s

)
emitting

H
[
H

( ts−te
s

)
−H

( t−ts
s

)]
not emitting

(4)

H(x) =

 0 x≤ 0
x 0 < x < 1
1 else

(5)

In the basic GasNet model there are two ‘gases’, one whose
modulatory effect is to increase the transfer function gain
parameter (kt

i from equation 2) and one whose effect is to
decrease it. It is genetically determined whether or not any
given node will emit one of these two gases (gas 1 and gas
2), and under what circumstances emission will occur. The
concentration-dependent modulation is described by Equa-
tion 6, with transfer parameters updated on every time step
as the network runs.

kt
i = k0

i +αct
1−βct

2 (6)

wherek0
i is the genetically set default value forki , ct

1 and
ct

2 are the concentrations of gas 1 and gas 2 respectively at
nodei at timet, andα andβ are constants. Both gas con-
centrations lie in the range[0,1]. The values ofct

1 andct
2 are

calculated using equation 3.

Genetic Algorithm
A distributed steady-state GA is used, utilizing a 2-
dimensional grid of 100 individuals, with a tournament size
corresponding to three individuals. Aprincipal is selected,
followed by two neighbors. These neighbors are selected
based on a random walk (of length in the range [1,4] grid
cells) originating at the principal. If the principal is fitter
than both neighbors the weakest individual is replaced by
a mutated version of the principal. If not, then the weakest
member of the tournament group is replaced by the fitter two
individuals genes, using single-point crossover, followed by
mutation. The replacement of 100 individuals corresponds
to a single pseudo-generation. Each run was allowed to con-
tinue for 80 pseudo generations.

Network parameters are stored on a node basis. Each gene
comprises a list of real valued and integer parameters (com-
prising 16 parameters per node). Mutation takes place either
after recombination, or after cloning of the principal tourna-
ment member (as described earlier). Mutation takes place at
20 percent of the nodes (rounded to 3 in a 16 cell network)
selected at random. A single mutation event will result in the
mutation of a single real or integer parameter in each of the
randomly selected nodes. The magnitude of this mutation
corresponds to 4 percent of the real valued parameters range
with a probability of 0.2, and 1 percent of the parameters
range with a probability of 0.8. In the case of integer para-
meters we follow a similar strategy of small mutations with
a probability of 0.8 and large mutations with a probability of
0.2.

Experimental Results: Initial Results
Initially three scenarios were tested;

1. No Energy Penalty, Ray Sensors.

2. Energy Penalty, Ray Sensors.

3. No Energy Penalty, No Ray-Sensors.

The graphs shown in Figure 3 and Figure 4 show the per-
formance of the robot with and without the fitness function
which penalizes excessive energy use (scenarios 2 and 1 re-
spectively). They display the average results of 5 trial runs
over 80 generations. The maximum theoretical fitness is 1.0,
although this is practically limited to nearer 0.9 due to the
early exit condition utilized. In both cases average and peak
absolute fitness values were very similar. However, robots



Figure 3: Absolute Fitness

Figure 4: Fitness Per Energy Expended

that were not penalized for the excessive use of energy ex-
pended nearly twice the energy of robots that were subject
to penalization in the case of excessive energy use. This
demonstrates that we were able to achieve results that are
considerably more energy efficient by incorporating an en-
ergy penalty without sacrificing absolute performance. It is
suggested by these results that consideration of energy ex-
penditures in evolving gaits for legged robots may well ben-
efit from the use of fitness function that takes into account
energy expenditure.

Robots that were not energy constrained did not appear to
be making use of sensory data in achieving their high level
of fitness, but appeared to rely upon energy intensive motor
activity. The fittest individuals achieved a high fitness score
by rotating rapidly whilst spiralling outwards from the ori-
gin. We may have expected robots to exhibit angular decel-
eration and an increase in forward motion towards detected
spheres, if they were making use of their sensory data.

In order to test this hypothesis, we carried out further tests
where sensors were disabled ( in robots that were not sub-
ject to energy penalties), listed above as Scenario 3. Over 60
generations an average fitness level of 0.849 (versus 0.842)

and an efficiency (fitness over energy expended) of 2.01
(versus 1.94) were achieved. Qualitatively the behaviors
exhibited by the fittest individuals with sensors disabled,
were indistinguishable from those with sensors enabled. The
qualitative and numerical similarity of results in Scenario 1
and 3, suggest that the robots which were not not subject to
energy penalties made little use of their sensory data.

Experimental Results: Secondary Results

Initial results suggested that there were two possible routes
by which high levels of fitness could be attained; either with
energy intensive motor activity or through active use of sen-
sor data. In order to explore this hypothesis further a second
set of scenarios were tested. This time the results were cal-
culated over 35 generations with 5 trials for each scenario.
It was hypothesized that factors affecting the relative impor-
tance to fitness of exploiting sensor data might include the
“utility” of the sensory data, and the sparseness of “prey” in
the environment (in this case prey being the spheres them-
selves). In order to investigate this, the value of the sen-
sor data was improved, by inhibiting rotational movement
on the detection of a sphere. It was assumed that an opti-
mal low-energy strategy would involve a two stage process,
where the robot would initially orient in the direction of a
detected sphere and then engage in linear motion towards
the sphere. In effect, by coupling the raycast sensors to lat-
eral inhibition, we were attempting to increase the ‘value’ of
sensor inputs. Additionally the number of spheres was re-
duced from 24 to 18. Under these experimental conditions
the following scenarios were tested and results obtained:

1. No Energy Penalty, No Sensor Data; Average Fitness
0.77, Fitness/Energy 1.33.

2. Energy Penalty, No Sensor Data; Average Fitness 0.69,
Fitness/Energy 2.36.

3. Energy Penalty, Sensor Data; Average Fitness 0.89, Fit-
ness/Energy 6.03.

These results help to corroborate the idea that at least un-
der these experimental circumstances energy intensive mo-
tor activity (in Scenario 1 above), can more than compensate
for a lack of sensory data ( Scenario 2), since we are able to
achieve a higher level of fitness without sensor data, when
there is no penalty for excessive energy use. In Scenario 3,
we see however that the improved value of the sensor data
ensures that in absolute terms, even with energy intensive
motor activity, the same absolute levels of fitness cannot be
achieved. This preliminary result suggests that incorporat-
ing energy penalties into fitness measures may be a useful
strategy in encouraging the use of sensors in evolved be-
haviors which in turn may help with the evolution of more
complex sensorimotor capabilities.



Future Work
An obvious extension of this work is to incorporate mea-
sures of energy efficiency into fitness functions used for the
evolution of locomotion in legged robots. Simulations in-
volving the evolution of locomotion in legged robots typi-
cally employ fitness functions that assign the highest fitness
to solutions that enable the robot to travel the furthest dis-
tance in a fixed amount of time. Clearly this biases results to
gaits that make use of the maximum available energy. Ex-
periments have shown horses select the most energy efficient
gait appropriate to a given speed (Hoyt and Taylor, 1981).
Similar results have also been found for humans, and kan-
garoos (Alexander, 2003). Incorporating energy efficiency
into fitness functions should allow us to evolve gaits that are
optimized for energy efficiency.

Another challenge is in evolving neural circuitry that is
capable of autonomously switching between gaits to mini-
mize energy expenditure over a range of speeds. There are
two parts to this problem. This first part relates to a mech-
anism of switching, so that we can modify neural networks
dynamically to produce the required range of gaits. One pos-
sible solution is to continue with neural networks that incor-
porate models of neuromodulation. Neuromodulators such
as Dopamine, Octopamine and Serotonin are known to have
the capacity to chemically “re-wire” motor circuits (Kiehn
and Katz, 1999). A modification of the GasNet model de-
scribed in this paper may be of value in developing such
switching circuits.

The second part of the problem relates to a requirement
to provide the robot with a simple metabolism, or at least a
method of providing some input into the artificial neural net-
work that reflects energy expenditure. By incorporating the
“proprioception” of energy expenditure within the model,
we are providing an evolutionary pathway by which energy
conservative gaits can be evolved. Neural sensors that detect
excessive energy use could be used as switches to trigger al-
ternative motor gaits.

Discussion
We can perhaps imagine a continuum of experimental sce-
narios with variations in the scarcity of “prey”, and the acu-
ity and utility of sensors. In an environment where prey is
abundant, and there are readily accessible supplies of en-
ergy, then the value of energy intensive motor activity in im-
proving fitness may well diminish the importance of sensors.
Conversely in an environment with sparse prey, the relative
value of sensors in improving fitness is increased. This has
repercussions if our primarily goal is to seek to evolve agents
that make full use of sensory data in the solution of a task.

The imposition of an energy constraint changes the fitness
landscape such that robots thatdomake use of sensory data,
have an evolutionary advantage. A failure to impose energy
penalties in evolutionary simulations reduces selection pres-
sure on evolved entities, such that they may not necessarily

take full advantage of the sensory data that is accessible to
them, but may discover energy intensive motor solutions to
achieve the same effective fitness. This is a strong indica-
tion that imposing energy penalties may well play a useful
role in helping us to achieve more subjectively “intelligent”
agent activity.
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