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a b s t r a c t

Onset and development of autoimmunity have been attributed to a number of factors, including genetic
predisposition, age and different environmental factors. In this paper we discuss mathematical models of
autoimmunity with an emphasis on two particular aspects of immune dynamics: breakdown of immune
tolerance in response to an infection with a pathogen, and interactions between T cells with different
activation thresholds. We illustrate how the explicit account of T cells with different activation
thresholds provides a viable model of immune dynamics able to reproduce several types of immune
behaviour, including normal clearance of infection, emergence of a chronic state, and development of a
recurrent infection with autoimmunity. We discuss a number of open research problems that can be
addressed within the same modelling framework.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Autoimmune disease occurs when the recognition of self leads
to a pathological response. It is widely accepted that the initiating
event depends on the recognition of epitopes, derived from
proteins produced by the cell, bound to MHC molecules and
presented on antigen presenting cells (APCs) to T lymphocytes.
The productive engagement of a unique T cell receptor (TCR) elicits
proliferation and effector function from the T cell. Each T cell in the
whole population of naive T cells (in the mouse about 50–60�106

T cells, González-Quintial and Theofilopoulos, 1992; Jenkins and
Moon, 2012; Moon et al., 2007; in humans about 3�1011, Jenkins
et al., 2010) carries a population of identical TCRs that recognise a
repertoire of epitopes. This allows the immune system to survey
the protein universe in real time and with good coverage (Mason,
1998). This cross-reactivity is unfocussed and different ligands are
recognised by the same TCR with different affinities (Anderson
et al., 2000).

T cells with high levels of self-reactivity are purged from the
system in the thymus, but autoreactive cells are readily detected in
the peripheral circulation in healthy rodents and humans. In fact, in
the laboratory it is possible to produce organ specific immune
pathology through immunisation with a combination of self-
antigens and adjuvants that enhance immune responses (Anderson

et al., 2001; Kerr et al., 2008a). The reason for the normal presence of
autoreactive cells is that self-recognition is an essential step in the
generation and maintenance of peripheral T cells. In healthy cells the
stimulus that self-antigen imparts to select T cells centrally is below
the activation threshold needed to initiate activation and cell division
of cells in the peripheral circulation, so such encounters do not
induce pathological immune responses.

The question of what releases the auto-pathogenic potential of
T lymphocytes is at the heart of autoimmune disease. Genes that
confer an increased risk of autoimmunity often map to proteins
that modulate signal strength or fidelity (Gourraud et al., 2012;
International Multiple Sclerosis Genetics, 2013; Ricano-Ponce and
Wijmenga, 2013). The environment is also known to play a role.
For example, in patients with multiple sclerosis, the relapse of
spontaneous autoimmunity has been correlated with infection
(Correale et al., 2006). These considerations lead to two models,
which are not mutually exclusive, to explain the initiation of
autoimmunity. In the first, infection releases autoantigen in an
environment rich in cytokines that promote T cell activation,
reducing the signal strength requirement for activation, allowing
normally unresponsive autoreactive cells to be stimulated by the
self-antigens that are present. This is described as bystander
activation (Fujinami et al., 2006). In the second model, the
introduction of pathogenic peptides that structurally resemble
self-peptides, derived from infection, may induce T lymphocytes
to proliferate and confer on them the ability to respond to self as
well as foreign antigens (Carrizosa et al., 1998; Wucherpfennig and
Strominger, 1995). This cross-reactive activation is known as
molecular mimicry (Ercolini and Miller, 2008; Fujinami and
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Oldstone, 1985; Oldstone, 1998). Both these processes can be
conceptualised as depending on an activation induced change in
activation threshold making experienced autoreactive cells easier
to stimulate than their naive precursors. It is also likely that similar
changes occur sub-clinically in healthy individuals, who do not
develop autoimmune disease, implying that they are contained by
normal regulatory mechanisms.

What are the mechanisms that ordinarily constrain autoimmu-
nity? One explicit hypothesis is that there are fluctuations in
activation threshold, in response to environmental conditions and/
or stochastic variation, which change the probability that an auto-
reactive T cell will respond to self. The theoretical concept of
tunable activation thresholds (tunable-adaptation threshold
model; TAT) was introduced in the context of thymic (Grossman
and Singer, 1996) and peripheral (Grossman and Paul, 1992)
modulation of T cell behaviour. In these papers, and in models
derived from them (Carneiro et al., 2005), persistent subthreshold
stimulation is taken to have the effect of making cells more
difficult to activate. Therefore if normal regulation depends on
tuning, a failure of optimal tuning might promote disease.

Tuning also has the potential to improve the sensitivity and
specificity of signalling in a noisy environment (Feinerman et al.,
2008; George et al., 2005) and a number of tuning mechanisms
have been identified by experiment. CD5 tunes TCR signalling
during thymic selection (Azzam et al., 2001) and in autoimmune
disease (Hawiger et al., 2004) while co-receptor tuning has been
demonstrated and analysed in CD8þ T cells (Park et al., 2007; van
den Berg et al., 2007). Activation thresholds vary in the presence of
different external signals or as a result of prior activation changing
future thresholds. Their regulation is important for successful
navigation of the thymus by developing T cells (Fu et al., 2013;
Hogquist et al., 1997) and thresholds change in real time as cells
circulate within the immune system (Stefanova et al., 2002). In
tissues tuning as a result of changes in B7 super-family members'
level of expression has recently been reported in responses to
antigen over both short (Honda et al., 2014) and longer time-
frames (Zinselmeyer et al., 2013).

The other key mechanism of negative feedback in immune
responses is supplied by regulatory cells (T regs). The literature on
such cells is rich and deep (Josefowicz et al., 2012; Sakaguchi,
2004). In the presence of inflammation these cells are triggered by
their recognition of autoantigens, but they function to switch off
immune responses. Both direct (T cell to T cell) (Grossman et al.,
2004) and indirect (by inactivation of antigen presenting cells)
(Alpan et al., 2004; Wing et al., 2008) mechanisms have experi-
mental support. Global impairment of T reg function causes
autoimmune disease (Fontenot et al., 2003; Khattri et al., 2003).
But whether subtle defects in T reg cells are the root cause of
autoimmune disease is less certain. These different mechanisms
are summarised in Fig. 1.

One striking property of autoimmune diseases is their chronic
relapsing and remitting nature. Remissions in clinical autoimmune
disease, even in the absence of treatment are widely recognised.
The stuttering nature of the disease process is also reflected in
more objective measures of tissue inflammation, for example in
the brain in multiple sclerosis (Buljevac et al., 2002; Correale et al.,
2006). Exacerbations are significantly associated with the occur-
rence of infection, but also occur without such an association.
Models that capture these chronic and oscillatory properties of the
disease process are important if we are to understand the dynamic
range of these diseases.

Another characteristic feature of autoimmunity is the localisation
of immune cells within the affected tissue. Local inflammation
increases the immune cell content of the target organ (Boldison
et al., 2014; Kerr et al., 2008b). The TCR specificities of the cells are a
mixture of autoantigen responsive and non-autoantigen responsive.

There is no consensus as to the ratio between these two populations
(e.g. Alkemade et al., 2013; Oldstone et al., 2012) but differences in
behaviour of these two kinds of cell (specific and non-specific) are
beginning to be defined experimentally (Honda et al., 2014). Model-
ling this type of phenomenology implicitly requires consideration of
at least two compartments.

2. Previous mathematical models and results

Mathematical modelling has been very effective in the analysis
of different aspects of virus dynamics and the interactions
between viruses and the immune system of the host (Bocharov,
1998; Nowak and May, 2000; Perelson and Weisbuch, 1997;
Wodarz, 2007). A nice review by Andrew et al. (2007) discusses
fundamental modelling and computational issues associated with
modelling immune response, especially from the perspective of
the possibility of making experimentally testable predictions.
While some significant insights have been obtained using math-
ematical models of underlying processes, theoretical studies of
origins and progression of autoimmunity have so far remained
quite limited. One test of utility would be the use of model
predictions to inform treatment in autoimmune disease, a goal
that is so far elusive.

Early models of autoimmunity concentrated on the interactions
between effector and regulator cells to understand T cell vaccination
(Segel et al., 1995) without addressing causes of autoimmunity.
Borghans et al. (1995, 1998) have performed further studies of T cell
vaccination and demonstrated how the interactions of autoreactive
and regulatory T cells can lead to the onset of autoimmunity or stable
oscillations around a vaccinated state. Here (Borghans et al., 1998)
autoimmunity is defined by a threshold number of autoreactive cells.
Burroughs et al. (2011) have studied cytokine mediated bystander
activation in the onset of autoimmunity using a fairly high dimen-
sional model and focusing on asymmetries in the growth rates of
different populations. Wodarz and Jansen (2003) analysed autoim-
munity in the context of viral cancer by including viral infections
indirectly through an increased rate of uptake of self-antigen by
antigen-presenting cells. León et al. (2000, 2003, 2004) have studied
the dynamics of interactions between different T cells for the
purposes of understanding the regulation of immune response and
control of autoimmune reaction. In an overview of this work
(Carneiro et al., 2005) they have performed a comparative study of
two mechanisms of self-tolerance: tuning of activation thresholds

Fig. 1. The activation of autoreactive T cells triggers autoimmune disease. Two
major mechanisms are postulated, bystander activation and molecular mimicry.
These may be accompanied by changes in the activation threshold which perpe-
tuate the disease state, while the development of naturally occurring regulatory
cells and regulatory cells induced within activated target tissue can limit disease.
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and control by specific regulatory T cells. The authors have shown
that these twomechanisms are complementary and together provide
a plausible explanation of the observed dynamics of immune
tolerance. More recently, Iwami et al. (2007, 2009) derived and
studied a model for autoimmunity, which makes explicit account of
the virus dynamics and its interaction with the immune system by
means of linear or nonlinear immune response. They showed that a
specific form of the growth function for susceptible cells can have a
significant effect on autoimmune dynamics. Despite its simplicity,
this model appears unable to reproduce a normal clearance of virus
during a single infection, as it does not allow for a viral expansion.
Various roles played by the regulatory T cells in the dynamics of
autoimmunity have recently been analysed by Alexander and Wahl
(2011), who focus on a model in which the APCs play a key role. Read
et al. (2012) and Williams et al. (2013) have shown how one can use
agent-based models and simulations to study the dynamics of
immune responses and autoimmunity. They showed how model
and simulation parameters can be calibrated using available experi-
mental data. The authors illustrated the feasibility of this approach
on the specific example of experimental autoimmune encephalo-
myelitis (EAE) and, in particular, investigated the role of CD8
regulatory T cells in autoimmune dynamics.

When developing mathematical models of autoimmune
dynamics, it is important to account correctly for the precise
mechanism responsible for the ability of T cells to discriminate
between cells presenting self antigens and infected cells. One
approach is to include regulatory cells explicitly, which are triggered
by autoantigens and inhibit the activity of autoreactive T cells. This
approach has been used in models of immune response, see
Alexander and Wahl (2011) and Burroughs et al. (2011). Another
approach is to consider T cells with tunable activation thresholds,
where T cells continually tune their responsiveness to TCR stimula-
tion through stimuli evoked by autoantigens (Grossman and Paul,
1992; Lucas et al., 1999; Nicholson et al., 2000). Grossman and Paul
(1992, 2000) and Grossman and Singer (1996) developed models
with tunable activation thresholds that were applied to peripheral
and to central T cell activation. Altan-Bonnet and Germain (2005)
have modelled signalling threshold and showed differences in
activation/response threshold that are dependent on the activation
state of the T cell. Noest (2000) has shown how the need for
activation threshold tuning arises from the first principles of signal
detection theory, see also Scherer (2004) for further discussion of this
issue. van den Berg and Rand (2004) have studied mathematically
two cellular response models of the dynamics of tunable activation
threshold. Besides purely theoretical studies, dynamical changes in T
cell activation during their circulation have also been shown experi-
mentally both in the mouse and in man, where it has important
implications for the outcome of specific therapeutic interventions
(Bitmansour et al., 2002; Nicholson et al., 2000; Römer et al., 2011;
Stefanova et al., 2002). A more comprehensive model would be one
that incorporated both activation thresholds and T regulatory cells.

Models that address the dynamics of infection in different
compartments have shown that this approach can have a significant
impact on the dynamics of the system (Funk et al., 2005). In this
respect, comparing infection in systemic and peripheral tissues
provides a much more comprehensive description of the underlying
process (Bocharov et al., 2003). In the context of autoimmunity,
consideration of the dynamics within the target tissue increases the
complexity of modelling but also yields a more realistic representa-
tion of the immune dynamics (Nicholson et al., 2012).

In a recent paper (Blyuss and Nicholson, 2012), we proposed a
mathematical model of immune response during a viral infection
and possible onset and dynamics of autoimmunity. The main focus of
this model is on the role of T cells represented as two distinct
activated populations, one of which is capable of an autoimmune
reaction through having a lower activation threshold to self-antigen.

The model also included two distinct populations of susceptible cells
to allow for a situation when autoimmunity takes place in a different
organ to the one where the original infection occurs. Evidence from
some experimental models of autoimmunity suggests that B cells are
dispensable, and disease develops when they are not present (Wolf
et al., 1996). Furthermore, the development of antibodies depends on
prior T cell interactions with bacteria (Wu et al., 2010). To account for
these facts, the model concentrated primarily on the T cell dynamics
and did not include other aspects of immune dynamics, such as
antibody response, regulatory T cells or memory cells.

Fig. 2 illustrates different kinds of immune dynamics that can
be exhibited by the model analysed in Blyuss and Nicholson
(2012). This includes normal clearance of infection shown in
Fig. 2(a), where after the initial peak, the number of infected cells
is monotonically decreasing, and eventually the infection is
completely cleared. Fig. 1(b) corresponds to a chronic infection
where the immune system of the host is unable to clear the
infection, and as a result it persists at a constant level. Fig. 2
(c) illustrates an autoimmune state characterised by episodes of
high viral production (relapses) with long periods of quiescence
(remissions). Such dynamics have been observed in a number of
autoimmune diseases, such as MS, autoimmune thyroid disease
and uveitis (Ben Ezra and Forrester, 1995; Davies et al., 1997;
Nylander and Hafler, 2012). An important note here is that none of
the subsequent reactivations of the virus requires any exogenous
factors, but rather the system itself cycles through periods of
relative quiescence and viral release. Fig. 2(d) shows a situation
that can be described as T cell exhaustion where virus-specific T
cells are rendered ineffective, and therefore their effective popula-
tion size is reduced to zero.

Since for many viral infections it is realistic to expect multiple
exposures of a person to the same virus, we also considered a
scenario where someone who has recovered from a primary infec-
tion or currently has a chronic viral infection experiences a secondary
viral challenge with the same virus. Fig. 3(a) and (b) illustrates the
dynamics during a secondary viral exposure. In the case of normal
clearance shown in plot (a), one can observe that due to a much
slower decay of activated T cells, they still remain at a non-negligible
level following the primary infection, resulting in a significantly
smaller number of infected cells during secondary infection. Then
later a secondary viral challenge occurs, the higher will be the
resulting number of infected cells, and correspondingly the higher
will be the numbers of activated and autoreactive T cells during a
secondary infection. In the case of secondary viral exposure during a
chronic infection shown in plot (b), due to the significant amount of
activated T cells, the secondary infection does not lead to a major
increase in the number of infected cells, and as a result the infection
is quickly cleared to the same chronic level as before the secondary
infection.

We have also modelled the impact of a therapeutic intervention
aimed at reducing the number of autoreactive T cells, as shown in
Fig. 3(c)–(f). When infection and autoimmunity affect different cell
populations (possibly located at different places), treatment
results in a noticeable reduction in the number of autoreactive T
cells. For the case when two different cell populations can be
targeted by an infection but only one of them is affected by
autoimmune response, introduction of treatment leads to elim-
ination of autoreactive T cells, but at the same time leads to an
increased level of persistent infection. In the opposite scenario
where one cell population is a target of infection but two cell
populations are affected by autoimmune response, treatment
leads to a suppression of oscillatory dynamics and establishment
of a chronic state. Finally, when the treatment is introduced in the
case of chronic infection, this again leads to a significant reduction
in the number of autoreactive T cells, but at the same time leads to
a slight increase in the number of infected cells.
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3. Open problems

The wealth of phenomenology afforded by the immune system
presents significant challenges to modelling and to determining
what constitutes a useful model. Models that attempt to capture
fundamental behavior in the form of low-dimensional dynamical
systems are usually susceptible to analytic solutions, but may be
difficult to relate to immunity as it is observed in experiment and
the clinic. High-dimensional models allow one to incorporate
many more observable parameters and behaviors, but high
dimensionality of the phase space leads to analyses that rely
heavily on numerical simulation, which may be very sensitive to
the model parameters and initial conditions. We have recently
shown that such high-dimensional models are capable of repro-
ducing many important features of clinically observed behaviour
(Nicholson et al., 2012). However, this does not guarantee that
these models are capturing all the important aspects of the
underlying immune dynamics. Because such models are intract-
able to analytical analysis and commonly incorporate parameters
whose real values are difficult to estimate and to measure, it is
often hard to use them to form testable predictions. In fact in
practice experimental immunology is relatively data poor, which is
a significant challenge for developing models that have the power
to predict outcome.

In this section we highlight some of the outstanding research
questions in the context of onset and development of autoimmu-
nity with particular interest in tunable activation thresholds and a
breakdown of immune tolerance as a byproduct of immune
response to an infection.

3.1. Dynamic nature of activation thresholds

Within a modelling framework of tunable activation thresh-
olds, there are several possible ways to formally represent T cell
populations with different activation thresholds. One of these is

the introduction of distinct compartments for each individual T
cell population, where all cells within the compartment have the
same activation threshold and functionally perform the same role
in controlling immune dynamics (Blyuss and Nicholson, 2012).
Although this may be a computationally efficient way of account-
ing for different activation thresholds, it certainly does not tell the
full story, as previous theoretical and experimental work (Altan-
Bonnet and Germain, 2005; Alexander and Wahl, 2011; Grossman
and Paul, 1992, 2000; Grossman and Singer, 1996; van den Berg
and Rand, 2004) has stressed the dynamic nature of the tuning
process, which can be observed over timescales of minutes to days
(Römer et al., 2011; Stefanova et al., 2002). Since the response of
any T cell depends not only on the current level of TCR stimulation,
but also on the recent history of TCR stimulation (Gunzer et al.,
2000; Iezzi et al., 1998; Rosette et al., 2001), this suggests that
activation can itself be included in the analysis as a dynamic
variable. One possibility to allow this to be modelled mathemati-
cally is to introduce additional differential equations representing
activation dynamics in a way similar to van den Berg and Rand
(2004). Another option is to include a more detailed kinetics of the
activation process (Carneiro et al., 2005), which would allow the
investigation of the role of a two-signal mechanism of T cell
activation in the development of autoreactive T cell populations.
Further biological realism could be achieved by considering
activation thresholds as stochastic variables (van den Berg et al.,
2001). Analysing dynamic activation thresholds in the context of
immune response to a pathogen can provide important insights
into the onset of autoimmunity.

3.2. The role of stochasticity

It has been argued that the immune response should be
conceived as a multi-factor stochastic process (Perelson and
Weisbuch, 1997), and therefore it is not only instructive but also
essential to correctly account for the stochastic nature of immune
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processes when studying the origins and dynamics of autoimmu-
nity. One particular phenomenon that has been identified is that of
coherence resonance or stochastic amplification (Alonso et al.,
2007; Kuske et al., 2007), whereby a decaying periodic solution of
the deterministic system can give rise to sustained periodic
oscillations in individual stochastic realisations of the same
process. Stochastic analogues of deterministic models would allow
one to study both analytically and numerically the effects of noise
on the occurrence of sustained oscillations in the numbers of
autoreactive T cells. This would correspond to relapses/remissions
in clinical manifestations of disease caused by endogenous sto-
chasticity of the immune processes.

Besides their purely theoretical interest, stochastic models
would also provide a better understanding of autoimmune disease
in clinical practice. Recent experimental data on progression of
uveitis in rodent models (Boldison and Nicholson, unpublished
data; Kerr et al., 2008a) suggest that upon induction there is often
a variation in the way disease develops in the individual eyes of
the same animals (Fig. 4). Because from a statistical perspective,
the progress of autoimmune disease in two eyes of the same
animal can be considered as two independent realisations of the
same stochastic process, by considering the level of variation in
the progress of disease it should be possible to quantify the level of
noise. This would allow one to investigate the contribution of
stochastic processes to the unequal distribution of autoimmune
disease in identical organs of the same host.

3.3. Time delays in viral dynamics

It has already been mentioned that the onset and progression
of autoimmune disease is often associated with pathogen-induced
breakdown of immune tolerance. While it is difficult to pinpoint
the contribution of specific viruses in triggering relapse (Buljevac
et al., 2002), it is crucial to take into account the role that is played
by the lag phase of virus cycle dynamics. The importance of
explicitly including lag phase in the analysis of interactions
between viruses and the immune system has been highlighted
in earlier work on influenza, HIV and HCV (Beauchemin et al.,
2008; Beauchemin and Handel, 2011; Perelson, 1999, 2002). The
lag phase of the viral life cycle includes an eclipse phase consisting
of virus attachment, cell penetration and uncoating, and a latent
phase, which includes virus assembly, maturation and release of
new virions. All of these processes result in a delayed production
and release of virions, hence it is essential to correctly account for
these effects in the model of pathogen-induced autoimmunity.

The lag phase has been experimentally identified in viruses that
are known to sometimes cause or exacerbate autoimmune disease,
such as Epstein–Barr virus (Krone and Grange, 2011; Ohashi et al.,
2011) associated with multiple sclerosis (MS), systemic lupus
erythematosus (SLE), rheumatoid arthritis and autoimmune thyroid
disease, HSV-1 virus (Döhner et al., 2006; Maurer et al., 2008)
associated with autoimmune stromal keratitis, and the Coxsackie
viruses (Hober and Sauter, 2010; Myers et al., 2004) associated with
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type-1 diabetes. In these cases, precise measurements of different
stages of virus life cycle have been performed, and hence the details
of the duration of lag phase are available and can be used in testing
different time delay effects. Understanding the role of the lag phase
in the production of virions on the dynamics of immune responses
and possible development of autoimmunity is an important open
problem. From mathematical perspective, the lag phase can be
represented either through a separate compartment (analogous to
an exponentially distributed delay) or through a constant or
distributed time delay in the corresponding model equations
(Blyuss and Kyrychko, 2010; Campbell and Jessop, 2009; Kyrychko
et al., 2011, 2013). Mathematical models with distributed delay have
already been efficiently used to study different aspects of viral
dynamics (Monk, 2003; Nakata, 2011; Niculescu et al., 2010; Nowak
et al., 1997). Infinite-dimensionality of the phase space of delayed
equations creates a substantial challenge for analytical computa-
tions and numerical simulations, but the added benefit of improved
biological realism and the significant insights these models provide
would allow us to gain a deeper understanding of the effects of lag
phase on the onset and dynamics of autoimmunity.

4. Discussion

In this paper we have considered mathematical modelling of
pathogen-induced autoimmune disease with an emphasis on the
role played by T cells with tunable activation thresholds. Existing
models have demonstrated that by explicit consideration of T cells
with different activation thresholds it is possible to qualitatively
reproduce many types of immune behaviour. These include
normal clearance of infection, emergence of a chronic state, T cell
exhaustion, and a temporally periodic state with episodes of high
viral production (relapses) and long periods of quiescence (remis-
sions), which is characteristic for these conditions.

The strong evidence that autoimmunity can develop and persist
in the absence of infection remains an important challenge for
models of autoimmune disease. One straightforward approach that
has been used (Borghans et al., 1998) is to define autoimmunity as a
threshold event dependent on the number of potentially autoreac-
tive cells present. But the absence of spontaneous autoimmunity in
the presence of even large numbers of autoreactive cells (Goverman
et al., 1993; Lafaille et al., 1994) means different criteria for
autoimmunity will be required to model this situation. This could
involve defining two states for cells with the same specificity, one
autoimmune competent and one not. In this case the dynamics of
activation would control the transition between states.

A complementary issue is that in contrast to models of infec-
tion, where clearance is a gold standard for an appropriately
tailored immune response, in autoimmunity clearance of antigen
does not always occur. Therefore models in which the immune
response can terminate without clearing the inciting antigens will
need to be developed. Here the application of time delays may
have a role to play.

Mathematical models have the potential to contribute to the
management of autoimmunity in a clinical setting. As technologies
that allow the measurement of autopathogenic cells in the blood
of patients are developed (McKinney et al., 2010; Oling et al.,
2012), it will be important to produce models that can use such
measurements to predict the future dynamics of the disease
process. Because accurate prognosis early in these diseases is
challenging, identifying and modelling parameters that inform
this process can shape clinical decision making with regard to
therapy.

Despite the successes of the current models, fundamental issues
associated with understanding the onset and development of auto-
immune disease remain unresolved. In order to achieve sufficient
mathematical tractability, existing models make simplifying assump-
tions, limiting biological realism and the possibility to relate model
predictions with clinical observation. From a modelling perspective,
explicit inclusion of the actual dynamics of activation thresholds, as
well as a proper account for time delays associated with various
stages of immunity and virus life cycle, should result in more
comprehensive and robust models of immune response and auto-
immunity. We envisage that a more detailed consideration of
stochastic aspects of the immune process will provide a better
understanding of autoimmunity and will shed light on the recent
experimental results that demonstrated unequal distribution of
autoimmune disease in different organs of the same host. In the
future, modelling the dynamics of the immune response has the
potential to realize clinical benefits through the stratification of
treatment regimens and their tailoring to individual patients.
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