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ABSTRACT

This paper studies the effects of two different types of distributed-delay coupling in the system of two mutually coupled Kuramoto oscillators:
one where the delay distribution is considered inside the coupling function and the other where the distribution enters outside the coupling
function. In both cases, the existence and stability of phase-locked solutions is analyzed for uniform and gamma distribution kernels. The
results show that while having the distribution inside the coupling function only changes parameter regions where phase-locked solutions
exist, when the distribution is taken outside the coupling function, it affects both the existence, as well as stability properties of in- and anti-
phase states. For both distribution types, various branches of phase-locked solutions are computed, and regions of their stability are identified
for uniform, weak, and strong gamma distributions.
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Many real-life systems can be effectively modeled as coupled net-
works, and the dynamical behavior of the overall system depends
on intrinsic parameters of the nodes and connections between
them. Interactions between nodes are usually delayed due to, for
example, propagation time of the signal or processing times, and
these time delays play an important role in determining dynamics
of such systems. In this paper, we study the simplest motif of two
coupled elements to explore the diversity of the dynamics and to
concentrate on the role played by the time delays, which can then
be used in the analysis of larger networks. Since in many realis-
tic settings, the delays are not constant, we assume that the time
delays follow some delay distribution and consider a system of
two coupled Kuramoto oscillators with two different ways of how
delay distribution is included in the coupling. Our results show
how the dynamics of phase-locked solutions depends not only on
the type of the distribution kernel, but also on how it arises in the
model.

I. INTRODUCTION

Systems of coupled oscillators have been widely used to
describe a variety of phenomena in different scientific fields,

ranging from brain activity behavior to network modeling.1–7

Research in this field facilitates the development of understanding
of how groups of moving objects, such as murmuration of starlings,
flocks of fireflies, crowds of people, or collections of autonomous
robots can reach a consensus and move in formation without
centralized coordination.8–11 Synchronization in complex systems
occurs when the behavior of individual nodes in the network adjusts
to a common time evolution. In 1967, Winfree proposed that
large systems of interacting oscillators can be used to model many
rhythmic processes in biology.12 He found that organized collective
behavior and formation of patterns are possible, even when there
are differences between oscillators, and he proposed a mathemat-
ical formulation of synchronized behavior. Inspired by Winfree’s
work, in 1975, Kuramoto proposed a tractable model for oscillator
synchronization, which has become one of the most representa-
tive models of coupled phase oscillators.13 Synchronized behav-
ior has been subsequently analyzed for various network topolo-
gies, including adaptive, small scale, and weighted networks.14–17

Besides complete synchronization, various other types of partially
synchronized dynamics, such as chimera states,18–20 remote or
relay synchronization,21,22 and cluster synchronization23,24 have been
studied.
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Besides traditional applications of coupled oscillators in engi-
neering, physics, and biology, recently, synchronization of coupled
oscillators has been used to develop models of financial market
behavior and business cycle fluctuations. Groth and Ghil25 studied
dynamical properties of business cycle fluctuations by applying the
methodology of multivariate singular spectrum analysis to identify
oscillator modes and to investigate whether the modes are shared
by clusters of phase- and frequency-locked oscillators. Ikeda et al.26

analyzed gross domestic product time series to find entrainment
and partial phase locking to be a direct evidence of synchronization
in business cycles. Synchronization in this context is explained by
developing a coupled limit-cycle oscillator model, where the inter-
action due to international trade is interpreted as the origin of the
synchronization.

Coupling, delay, and topology are the three main factors char-
acterizing interactions in systems of coupled oscillators.27,28 Infor-
mation exchange between different elements in the system involves
the propagation of a signal with a finite speed, causing a com-
munication delay.27,29 Time delays can be considered discrete or
distributed with some distribution kernel.30 Discrete delays in the
coupling of coupled phase oscillators also contribute to effects such
as multistability, amplitude, and oscillation death.31–35 In real world
applications, the processing delay rarely has the same length at
every time step but instead follows a distribution with some mean
value.36,37

Systems of almost identical oscillators that are weakly coupled
are commonly modeled as Kuramoto oscillators, which assumes
that each oscillator has its own natural frequency, and informa-
tion exchange between the oscillators is sinusoidally related to the
phase difference between the oscillators. A phase-locked solution
occurs when all oscillators are completely synchronized; the oscil-
lators share the same frequency, and each cycle of oscillations starts
at the same time.8

The effects of distributed time delays in the context of cou-
pled oscillators have been studied on the example of coupled Stu-
art–Landau oscillators,38,39 where it was shown that larger widths
of delay distribution increase the regions of amplitude death in
terms of average frequency, frequency detuning, and parameters of
the coupling, such as coupling strength and phase. This work also
explored the influence of mean time delay and the width of delay dis-
tribution on the existence and stability of various branches of phase-
locked solutions. Using a globally coupled network of oscillators, it
was subsequently found that increasing the width of the uniform dis-
tribution for the same mean delay allows aging transition to happen
for a smaller coupling strength and a smaller proportion of inac-
tive elements.40,41 Synchronization of network oscillators can also
be analyzed using the framework of a master stability function.42–44

The master stability function approach has later been extended to
systems of Stuart–Landau oscillators, and it was shown how the sta-
bility of synchronized solutions in networks with distributed delay
coupling can be determined through a semi-analytic computation
of the corresponding Floquet exponents.45

In this paper, we consider the effect of distributed-delay cou-
pling in a system of two mutually coupled Kuramoto oscillators.
In particular, we are interested in understanding if and how vari-
ous distributions of the time-delayed kernel influence the dynamics
of the system, including the existence and stability of phase-locked

solutions. Unlike the case of the discrete time delays, here, the distri-
bution in the coupling can arise either inside or outside the coupling
function. Motivation for analyzing this problem comes from many
real-world applications such as synchronization in wireless sensor
networks46,47 and smart/power grids.3,48 Such system with discrete
delay coupling was first analyzed by Schuster and Wagner,49 and it
has the form

θ̇1(t) = ω1 + κ sin(θ2(t − τ) − θ1(t)),

θ̇2(t) = ω2 + κ sin(θ1(t − τ) − θ2(t)), (1)

where θ1,2 are phases of the oscillators, ω1, ω2 are natural frequencies,
κ is the coupling strength, and it is assumed that oscillators interact
with a discrete time delay τ . The authors have shown that unlike
the case without time delays in the connection, this system exhibits
a range of synchronized solutions. This work was later extended
by D’Huys et al. to the case of identical mutually coupled oscil-
lators to study the interplay of various network motifs, symmetry,
and time delays.50 It was shown that the time delays have different
effects depending on the type of symmetry in the system, and that
for some network configurations, it is possible to maintain zero-lag
synchronization even for large values of time delays in the coupling.

In Sec. II, we introduce the system of Kuramoto oscillators
with a general distributed-delay connection, where the distribution
is taken inside the coupling function. We analytically derive the gen-
eral characteristic equations for in-phase and anti-phase solutions
and look at two commonly used in the literature distribution kernels,
namely, uniform and gamma distributions. Numerical simulations
are performed to identify the regions of stable in- and anti-phase
solutions for various parameter values. Section III is devoted to the
analysis of two mutually coupled Kuramoto oscillators, where the
distributed-delay coupling is considered outside the coupling func-
tion. Analytical calculations and numerical simulations show how
different distribution kernels influence the stability of in- and anti-
phase solutions. This paper concludes with the summary of results
and potential further work.

II. DELAY DISTRIBUTION INSIDE THE COUPLING

FUNCTION

Since we are interested in the role of distribution of time delays
in synchronization properties of two identical mutually coupled
Kuramoto oscillators, we consider the system (1) with ω1 = ω2 =

ω0, which can be rescaled using κ̂ = κ/ω0, τ̂ = ω0τ , and t̂ = ω0t to
become

θ̇1(t) = 1 + κ sin

[∫ ∞

0

g(s)θ2(t − s)ds − θ1(t)

]

,

θ̇2(t) = 1 + κ sin

[∫ ∞

0

g(s)θ1(t − s)ds − θ2(t)

]

,

(2)

where θ1, θ2 are the phases of the oscillators, κ is the coupling
strength, and the hats have been omitted. The kernel of the delay
distribution g(·) is assumed to be positive-definite and normalized
to unity,

g(s) ≥ 0 and

∫ ∞

0

g(s)ds = 1.
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If the delay distribution is governed by the Dirac delta function
g(u) = δ(u), the two oscillators in system (2) are interacting instan-
taneously, reducing it to the Adler equation,51 and if g(u) = δ(u −

τ), then the system (2) reduces to the case of discrete time-delayed
coupling between oscillators considered in Ref. 50.

Phase-locked solutions are states that are characterized by a
collective frequency ω, with which all oscillators evolve in time,
and a certain constant phase. Looking for solutions in the form
θ1 = ωt + c, θ2 = ωt, where c is an unknown constant, shows that
the only possible values of c are c = 0 and c = π . The case of c = 0
corresponds to the in-phase oscillators, and c = π describes the
anti-phase oscillators. The coupling is attractive when the coupling
strength κ is positive; therefore, the oscillators progress toward a
symmetric, in-phase state, whereas the coupling is repulsive when
the coupling strength κ is negative; therefore, the oscillators move
toward an anti-phase behavior. Due to the symmetry of the cou-
pling function, stable in-phase and anti-phase solutions interchange
when the coupling strength κ changes from positive to negative and
vice versa. Delayed coupling can induce multiple solutions with dif-
ferent locking frequencies in the frequency-locked symmetric and
antisymmetric states.

Besides in-phase and anti-phase solutions, it is possible to
find the solutions with ω = π/(2τm) ± nπ , n = 0, 1, 2, . . ., which
is a degenerate case, and such solutions will only exist for τm ≥

π/(2(1 + |κ|)), where τm is the mean time delay. However, since
the frequency of these solutions does not depend on the coupling
strength and it is not possible to reduce the delayed model to the case
of instantaneous coupling by taking τm → 0, we are not considering
those solutions in this paper.

For the in-phase solutions, the phases satisfy θ1(t) = θ2(t) =

ωt, with frequency ω that obeys the following equation:

ω = 1 − κ sin

[

ω

∫ ∞

0

sg(s)ds

]

. (3)

Similarly, for the anti-phase solutions with θ1(t) = θ2(t) + π = ωt,
the system of equations reduces to the equation

ω = 1 + κ sin

[

ω

∫ ∞

0

sg(s)ds

]

. (4)

Both equations are only dependent on the mean of the delay dis-
tribution g(s), and neither the shape of the distribution g(s) nor
the number of oscillators in the system affects this equation for the
collective frequency.

Linearizing the system (2) near the in-phase/anti-phase solu-
tions gives the following characteristic equation:

[

λ ± κ cos

(

ω

∫ ∞

0

sg(s)ds

)]2

− κ2 cos2

[

ω

∫ ∞

0

sg(s)ds

]

[

{Lg}(λ)
]2

= 0, (5)

where {Lg}(λ) =

∫ ∞

0

g(s)e−λsds is the Laplace transform of the

function g(s) and ± corresponds to the in-phase/anti-phase solu-
tions, respectively.

A. Uniform delay distribution

In order to make further analytical progress, we consider a
uniformly distributed delay kernel given by

g(s) =







1

2ρ
when τ − ρ ≤ s ≤ τ + ρ,

0 otherwise,

(6)

where τ is the mean time delay and 2ρ is the width of the distribu-
tion. The characteristic equation (5) now becomes

λ ± |κ| cos(ωτ) = ±|κ| cos(ωτ)
[

{Lg}(λ)
]

, (7)

where
[

{Lg}(λ)
]

= e−λτ sinh(λρ)

λρ
,

and the eigenvalues λ determine the stability of the solutions. For
any values of τ and ρ, one of the roots of this equation is λ = 0,
which corresponds to an arbitrary phase shift in the phase-locked
solutions. In order to explore whether stability of solutions can
change through a Hopf bifurcation, we look for solutions of the
characteristic equation (7) in the form λ = i�, � > 0. Separating
real and imaginary parts gives

± a = ±a cos �τ
sin �ρ

�ρ
,

� = ∓a sin �τ
sin �ρ

�ρ
,

where a = |κ| cos(ωτ). Squaring and adding these equations yields

�2 + a2 = a2

(

sin �ρ

�ρ

)2

.

Since | sin �ρ/�ρ| ≤ 1, this equation has no solutions for � > 0.
This means that there is no possibility for phase-locked solutions to
lose/gain their stability via a Hopf bifurcation. Hence, any stability
change in this case can only occur through a steady-state bifurcation.

In order to identify regions of stability for in-phase and anti-
phase solutions, we rewrite the linearized system with the uniformly
distributed kernel as

φ̇(t) = L0φ(t) +
1

2ρ

∫ −(τ−ρ)

−(τ+ρ)

Mφ(t + s)ds, (8)

where φ = (φ1, φ2), θ1(t) = ωt + εφ1(t), θ2(t) = ωt + εφ2(t) (in-
phase) and θ2(t) = ωt − π + εφ2(t) (anti-phase), 0 < ε � 1, and

L0 =

(

∓κ cos(ωτ) 0
0 ∓κ cos(ωτ)

)

,

M =

(

0 ±κ cos(ωτ)

±κ cos(ωτ) 0

)

for the in-phase/anti-phase locked solutions, respectively (a detailed
derivation of this equation is shown in the Appendix). System (8) is
now in the form suitable for computing the maximum real part of
the eigenvalues using the algorithm described in Breda et al.52 and
implemented in traceDDE suite in Matlab.

Figure 1 shows the stability of the in-phase and anti-phase solu-
tions as a function of the time delay τ and the coupling strength
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FIG. 1. Stability regions of phase-locked solutions of system
(2) for a uniform delay distribution (6): green regions corre-
spond to stable in-phase solutions only, gray regions corre-
spond to stable anti-phase solutions only, and yellow indicates
the region where both types of phase-locked solutions coexist
and are stable. (a) ρ = 0.0001 and (b) ρ = 1.5.

κ for different values of the width of the uniform distribution ρ.
For small values of the coupling strength κ , the system alternates
between stable in-phase and anti-phase states, and increasing the
coupling strength allows for both solutions to co-exist. Increas-
ing the mean time delay leads to the shrinking of the stability
islands, while increase in the distribution width ρ does not play
a role in the overall stability structure unlike the cases consid-
ered in Refs. 39 and 41, though it bounds from below the small-
est mean time delay, for which the phase-locked solutions can be
observed.

In Figs. 2 and 3, we are illustrating branches of stable and
unstable in- and anti-phase solutions as functions of locking fre-
quencies ω and the coupling strength κ or the mean time delay
τ for a fixed width of the distribution ρ. These figures show that
increasing the mean time delay leads to a faster switching between
different branches (i.e., a higher number of branches within the
same range of possible phase-locked frequencies), whereas higher
values of the coupling strength κ and the mean time delay τ enhance

multistability. The width of the delay distribution ρ does not affect
either the number of branches or their stability.

B. Weak and strong gamma distributions

The second example we consider is the gamma distribution
kernel with an integer shape (or order parameter) p and scale
parameter γ , which has the form

gp
γ (s) =

sp−1γ pe−γ s

(p − 1)!
, (9)

where γ , p ≥ 0. With this delay distribution kernel, the characteris-
tic equation (5) transforms into

[

λ ± κ cos

(

ωp

γ

)]2

− κ2 cos2

(

ωp

γ

) [

γ p

(λ + γ )p

]2

= 0, (10)

where ± corresponds to the in-phase/anti-phase solutions. The
delay kernel with gamma distribution of order p = 1 is known as

FIG. 2. Branches of phase-locked solutions of system (2) with a uniform distribution (6) for different mean time delays and the same width of the distribution ρ = 0.5. Solid
lines denote stable branches, and dashed lines denote unstable branches. Blue indicates in-phase solutions and red anti-phase solutions. (a) τ = 2. (b) τ = 3.
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FIG. 3. Branches of phase locked solutions of system (2) with a uniform distribution (6) for different coupling strengths κ and the same width of the distribution ρ = 0.5.
Solid lines denote stable branches, and dashed lines denote unstable branches. Blue indicates in-phase solutions and red anti-phase solutions. (a) κ = 0.1. (b) κ = 0.3.

the weak kernel and has an exponential form; i.e., g(s) = γ e−γ s. We
use the linear chain trick described in Ref. 53 to convert the system
with a gamma distributed delay into a system of ODEs.

Introducing new variables

φ3(t) =

∫ ∞

0

γ e−γ sφ2(t − s)ds,

φ4(t) =

∫ ∞

0

γ e−γ sφ1(t − s)ds,

we obtain

φ̇1(t) = ±κ cos

(

ω

γ

)

φ3(t) ∓ κ cos

(

ω

γ

)

φ1(t),

φ̇2(t) = ±κ cos

(

ω

γ

)

φ4(t) ∓ κ cos

(

ω

γ

)

φ2(t),

φ̇3(t) = −γφ3(t) + γφ2(t),

φ̇4(t) = −γφ4(t) + γφ1(t)

for in-phase/anti-phase dynamics, respectively. Using this system,
we find that the characteristic equation for the in-phase/anti-phase
solutions has the form

[

λ ± κ cos

(

ω

γ

)]2

− κ2 cos2

(

ω

γ

)[

γ

λ + γ

]2

= 0, (11)

and the eigenvalues are λ1 = 0, λ2 = −γ ∓ κ cos

(

ω

γ

)

, and

λ2 + λ

[

γ ± κ cos

(

ω

γ

)]

± 2γ κ cos

(

ω

γ

)

= 0, (12)

which yields the stability condition as κ cos(ωτm) > 0 for the in-
phase solution and κ cos(ωτm) < 0 for the anti-phase solution,
where the mean time delay τm is expressed as τm = 1/γ .

Smaller values of γ (a large value of τm) with sufficiently
small coupling strength κ induce multiple switches between stable
in-phase and anti-phase solutions, and the size of the parameter
regions, where only one type of solutions is stable, grows with
increasing γ . Increasing the coupling strength leads to simultaneous
stabilization of multiple branches and the resulting multistability, as
shown in Fig. 4. Figure 5 illustrates that by increasing the value of
γ , which corresponds to a reduction in the mean time delay, in-
phase and anti-phase states alternate, but the number of possible

FIG. 4. Stability regions of phase-locked solutions of system (2) with a weak
(p = 1) gamma distribution (9): green regions correspond to stable in-phase solu-
tions only, gray regions correspond to stable anti-phase solutions only, and yellow
indicates the region where both types of phase-locked solutions coexist and are
stable.
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FIG. 5. Branches of phase locked solutions of (2) with a weak (p = 1) gamma distribution (9). Solid lines denote stable branches, and dashed lines denote unstable branches.
Blue indicates in-phase solutions and red anti-phase solutions. (a) γ = 0.25, (b) γ = 0.5, (c) γ = 0.75, and (d) γ = 1.

multistable solutions decreases, and phase-locked solutions only
appear starting with larger values of the coupling strength.

We now consider the gamma distribution of order p = 2,
referred to as the strong delay kernel, where we have g(s) = γ 2se−γ s.
Similarly to the weak delay kernel, we can re-write the system in the
following form:

φ̇1(t) = ±κ cos

(

2ω

γ

)

φ4(t) ∓ κ cos

(

2ω

γ

)

φ1(t),

φ̇2(t) = ±κ cos

(

2ω

γ

)

φ6(t) ∓ κ cos

(

2ω

γ

)

φ2(t),

φ̇3(t) = −γφ3(t) + γφ2(t),
(13)

φ̇4(t) = −γφ4(t) + γφ3(t),

φ̇5(t) = −γφ5(t) + γφ1(t),

φ̇6(t) = −γφ6(t) + γφ5(t).

The eigenvalues of the characteristic equation for the system

(13) are λ1 = 0, λ2 = −γ ∓ κ cos

(

2ω

γ

)

(both of multiplicity two),

and

λ2 + λ

[

γ ± κ cos

(

2ω

γ

)]

± 2γ κ cos

(

2ω

γ

)

= 0, (14)

FIG. 6. Stability regions of phase-locked solutions of system (2) with a strong
(p = 2) gamma distribution (9): green regions correspond to stable in-phase solu-
tions only, gray regions correspond to stable anti-phase solutions only, and yellow
indicates the region where both types of phase-locked solutions coexist and are
stable.
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FIG. 7. Stability regions of phase-locked solutions of system
(15) with a uniform distribution (6): green regions correspond to
stable in-phase solutions only, gray regions correspond to stable
anti-phase solutions only, and yellow indicates the region where
both types of phase-locked solutions coexist and are stable. (a)
ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5, and (d) ρ = 2.

FIG. 8. Total number of stable in-phase solutions of the sys-
tem (15) with a uniform distribution (6). The color bar corre-
sponds to the number of possible frequencies at each point. (a)
ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5, and (d) ρ = 2.
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FIG. 9. Total number of stable anti-phase solutions of the
system (15) with a uniform distribution (6). The color bar cor-
responds to the number of possible frequencies at each point.
(a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5, and (d) ρ = 2.

FIG. 10. Branches of phase-locked solutions of (15) with a uniform distribution (6) with τ = 2 and different distribution widths. Solid lines denote stable branches, and
dashed lines denote unstable branches. Blue indicates in-phase solutions and red anti-phase solutions. (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1, and (d) ρ = 1.5.
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FIG. 11. Branches of phase-locked solutions of (15) with a uniform distribution (6) with τ = 3 and different distribution widths. Solid lines denote stable branches, and
dashed lines denote unstable branches. Blue indicates in-phase solutions and red anti-phase solutions. (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1, and (d) ρ = 1.5.

which gives similar conditions κ cos(ωτm) > 0 and κ cos(ωτm) < 0
for stability of the in-phase and anti-phase solutions, respectively,
where now the mean time delay τm has the form τm = 2/γ . Figure
6 illustrates regions of stability of different solutions, and similarly
to the case of a weak gamma distribution, we observe alternating
regions where only in-phase or anti-phase solutions are stable for
smaller values for κ , whereas for sufficiently high κ , there is multi-
stability. We note that for the same values of γ , multistability occurs
for smaller values of the coupling strength, and for the same value of
κ , stability regions are wider in terms of γ values.

Remark. A straightforward manipulation of the characteristic
equation (10) shows that for a gamma distribution with a general
integer value of parameter p, stability conditions for the in-phase and
anti-phase solutions are given, respectively, as κ cos(ωτm) > 0 and
κ cos(ωτm) < 0, where the mean time delay of that distribution is
τm = p/γ . From the explicit form of the characteristic equation (10),
it follows that similarly to the case of the uniform distribution, for the
gamma distribution, the phase-locked solutions can lose/gain stability
only through a steady-state bifurcation.

III. DELAY DISTRIBUTION OUTSIDE THE COUPLING

FUNCTION

In this section, we consider an alternative way to imple-
ment delay-distributed coupling, where the distribution is taken

outside the sine function, which gives the following system of
equations:

θ̇1(t) = 1 + κ

∫ ∞

0

g(s) sin
(

θ2(t − s) − θ1(t)
)

ds,

θ̇2(t) = 1 + κ

∫ ∞

0

g(s) sin
(

θ1(t − s) − θ2(t)
)

ds,

(15)

where θ1, θ2 are the phases of the oscillators, κ is the coupling
strength, and g(·) is the kernel of the delay distribution, which is
again assumed to be positive-definite and normalized to unity. The
in-phase/anti-phase frequencies can be found by solving an equation

ω = 1 ∓ κ

∫ ∞

0

g(s) sin(ωs)ds, (16)

and this represents a linear growth of phases with the global fre-
quency ω. Linearizing the system (15) near in-phase/anti-phase
solutions yields

φ̇1(t) = a

(

±

∫ ∞

0

G(s)φ2(t − s)ds ∓ φ1(t)

)

,

φ̇2(t) = a

(

±

∫ ∞

0

G(s)φ1(t − s)ds ∓ φ2(t)

)

,

(17)
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FIG. 12. Branches of phase-locked solutions of (15) with a uniform distribution (6) and κ = 0.1 for different distribution widths. Solid lines denote stable branches, and
dashed lines denote unstable branches. Blue indicates in-phase solutions and red anti-phase solutions. (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5, and (d) ρ = 2.

where a = κ

∫ ∞

0

g(s) cos(ωs)ds and G(s) =
1

a
κg(s) cos(ωs). The

corresponding characteristic equation for the eigenvalues λ is
[

λ ± κ

∫ ∞

0

g(s) cos(ωs)ds

]2

− κ2

[∫ ∞

0

g(s) cos(ωs)ds{LG}(λ)

]2

= 0, (18)

where {LG}(λ) is the Laplace transform of the function G(s).

A. Uniform distribution

In the case of the uniformly distributed kernel (6), we have

a = κ

∫ ∞

0

g(s) cos(ωs)ds =
κ

2ρω
cos(ωτ) sin(ωρ) (19)

and

G(s) =
κg(s) cos(ωs)

κ

2ρω

[

sin
(

ω(τ + ρ)
)

− sin
(

ω(τ − ρ)
)]

=







ω cos(ωs)

sin
(

ω(τ + ρ)
)

− sin
(

ω(τ − ρ)
) , τ − ρ ≤ s ≤ τ + ρ,

0 otherwise.

Hence, the Laplace transform {LG}(λ) can be found as

{LG}(λ) =
κe−λτ

2ρa(λ2 + ω2)

[

−λ
(

e−λρ cos
(

ω(τ + ρ)
)

− eλρ cos
(

ω(τ − ρ)
))

+ ω
(

e−λρ sin
(

ω(τ + ρ)
)

− eλρ sin
(

ω(τ − ρ)
))]

. (20)

Rewriting the linearized system with the uniformly distributed ker-
nel with φ = (φ1, φ2) yields

φ̇(t) = L0φ(t) +
1

2ρ

∫ −(τ−ρ)

−(τ+ρ)

Mφ(t + s)ds, (21)

where

L0 =

(

∓a 0
0 ∓a

)

, M =

(

0 ±a
±a 0

)

for the in-phase/anti-phase solutions, respectively, and we use this
form to investigate the stability regions of the in-/anti-phase solu-
tions numerically.

In Fig. 7, stable in- and anti-phase solutions are alternat-
ing for small coupling strengths κ , and increase in the coupling
strength results in multistability. In contrast to Sec. II, where the
delay distribution was included inside the coupling function, in this
case, increasing the width of the delay distribution ρ increases the
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FIG. 13. Branches of phase-locked solutions of (15) with a uniform distribution (6) and κ = 0.3 for different distribution widths. Solid lines denote stable branches, and
dashed lines denote unstable branches. Blue indicates in-phase solutions and red anti-phase solutions. (a) ρ = 0.0001, (b) ρ = 0.5, (c) ρ = 1.5, and (d) ρ = 2.

regions where stable in-/anti-phase solutions occur. In particular, we
observe an increase in the range of values of the coupling strength κ

where only one type of stable phase-locked solutions occurs.
To obtain a better insight into the structure of multistable

behavior, in Figs. 8 and 9, we have computed the total number of
stable in- and anti-phase solutions for the same parameter range, as
demonstrated in Fig. 7. It can be observed that increasing the width
of distribution ρ drives a decrease in the number of stable in-phase
solutions and a slight increase in the number of stable anti-phase
solutions.

Figures 10 and 11 show branches of stable and unstable in-
/anti-phase solutions for different values of the time delay τ and
increasing width of the distribution ρ. We can see that for small
distribution widths (ρ = 0.0001, ρ = 0.5), in-phase and anti-phase
states alternate, but as ρ is increased further, with τ = 2, it leads to
the loss of almost all stable in-phase solutions as shown in Fig. 10(d).
In contrast, for larger τ , stable in-phase branches persist even for
rather large widths ρ, as is observed in Fig. 11(d). In both of these
figures, weaker coupling strength κ and larger distribution width
ρ are associated with a reduction in the number of possible stable
and unstable branches, together with a change in stability of in- and
anti-phase branches.

As can be seen in Figs. 12 and 13, there are multiple
solutions for the collective frequency ω for sufficiently large values
of the mean time delay τ . While only a single frequency is stable for
smaller τ , as the value of τ increases, this leads to the emergence of
several simultaneously stable frequencies. Comparison of these two
figures highlights that the overlapping multistable region increases
with increasing value of the coupling strength κ . At the same time,
as we increase the width ρ, i.e., make the distribution broader, this
narrows the possible range of locking frequencies. In all cases, the
change in stability of individual branches occurs as a result of the
steady-state bifurcation.

B. Gamma distribution

In this section, we consider the delay kernel given by a gamma
distribution of order p = 1 so that g(s) = γ e−γ s; hence,

a = κ

∫ ∞

0

γ e−γ s cos(ωs)ds, G(s) =
γ e−γ s cos(ωs)

∫ ∞

0
γ e−γ s cos(ωs)ds

. (22)
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FIG. 14. Branches of phase locked solutions of (15) with a weak (p = 1) gamma distribution (9). Solid lines denote stable branches, and dashed lines denote unstable
branches. Blue corresponds to in-phase solutions, and red corresponds to anti-phase solutions. (a) γ = 0.25, (b) γ = 0.5, (c) γ = 0.75, and (d) γ = 1.

We again can use the linear chain trick53 to rewrite the system (17)
as a system of ODEs. Introducing new variables

φ3(t) =
1

b

∫ ∞

0

γ e−γ s cos(ωs)φ2(t − s)ds,

φ4(t) =
1

b

∫ ∞

0

ωe−γ s sin(ωs)φ2(t − s)ds,

φ5(t) =
1

b

∫ ∞

0

γ e−γ s cos(ωs)φ1(t − s)ds,

φ6(t) =
1

b

∫ ∞

0

ωe−γ s sin(ωs)φ1(t − s)ds,

(23)

where b =

∫ ∞

0

γ e−γ s cos(ωs)ds, we obtain the following system:

φ̇1(t) = a
(

±φ3(t) − φ1(t)
)

,

φ̇2(t) = a
(

±φ5(t) − φ2(t)
)

,

(24)

φ̇3(t) =
γ

b
φ2(t) − γφ3(t) − γφ4(t),

φ̇4(t) = −γφ4(t) +
ω2

γ 2
φ3(t),

φ̇5(t) =
γ

b
φ1(t) − γφ5(t) − γφ6(t),

φ̇6(t) = −γφ6(t) +
ω2

γ 2
φ5(t).

Now, evaluating b gives

b =

∫ ∞

0

γ e−γ s cos(ωs)ds =
γ 2

γ 2 + ω2
,

and a = κb. The characteristic equation for eigenvalues λ in the case
of in-/anti-phase states becomes

[

λ
(

γ 2 + ω2
)(

ω2 + (λ + γ )2
)

± κγ 2
(

ω2 + (λ + γ )2
)

+ κγ 2
]

×
[

λ
(

γ 2 + ω2
)(

ω2 + (λ + γ )2
)

± κγ 2
(

ω2 + (λ + γ )2
)

− κγ 2
]

= 0. (25)

Figure 14 shows that in the case of a weak gamma distributed ker-
nel, only in-phase solutions are stable, and all anti-phase solutions
are unstable independently of the coupling strength κ and the val-
ues of γ , which is completely different from the case of the same
distribution kernel considered in Sec. II.
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FIG. 15. Branches of phase locked solutions of (15) with a strong (p = 2) gamma distribution (9). Solid lines denote stable branches, and dashed lines denote unstable
branches. Blue corresponds to in-phase solutions, and red corresponds to anti-phase solutions. (a) γ = 0.25, (b) γ = 0.5, (c) γ = 0.75, and (d) γ = 1.

Similarly, the system (17) with a strong gamma distributed
kernel (p = 2) becomes

φ̇1(t) = a
(

±φ5(t) − φ1(t)
)

,

φ̇2(t) = a
(

±φ9(t) − φ2(t)
)

,

φ̇3(t) =
γ

b
φ2(t) − γφ3(t) − γφ4(t),

φ̇4(t) = −γφ4(t) +
ω2

γ 2
φ3(t),

φ̇5(t) = γφ3(t) − γφ5(t) − γ 2φ6(t),

φ̇6(t) = γφ4(t) − γφ6(t) +
ω2

γ 2
φ5(t),

φ̇7(t) =
γ

b
φ1(t) − γφ7(t) − γφ8(t),

φ̇8(t) = −γφ8(t) +
ω2

γ 2
φ7(t),

φ̇9(t) = γφ7(t) − γφ9(t) − γ 2φ10(t),

φ̇10(t) = γφ8(t) − γφ10(t) +
ω2

γ 2
φ9(t),

(26)

where

a =
κγ 2(γ 2 − ω2)

(γ 2 + ω2)
2

, b =
γ 2(γ 2 − ω2)

(γ 2 + ω2)
2

.

Its characteristic equation has the form
[

λ(γ 2 + ω2)
2
± κγ 2(γ 2 − ω2) + κγ 2(γ 2 − ω2){LG}(λ)

]

×
[

λ(γ 2 + ω2)
2
± κγ 2(γ 2 − ω2) − κγ 2(γ 2 − ω2){LG}(λ)

]

= 0, (27)

where

{LG}(λ) = −
(γ 2 + ω2)

2

γ 2 − ω2

ω2 − (λ + γ )2

(ω2 + (λ + γ )2)
2
.

The branches of stable and unstable in- and anti-phase solu-
tions in the case of a strong gamma distribution are plotted in Fig. 15
for increasing values of γ . For small values of γ , all branches of
phase-locked solutions are unstable for any values of κ , but as γ

is increased, for large enough values of the coupling strength κ , in
Fig. 15(b), there appear branches of stable in-phase solutions. A fur-
ther increase in γ allows for the stable in-phase solutions to exist
for a weaker coupling κ , and for very large γ , an anti-phase solu-
tion also gets stabilized for a sufficiently weak coupling strength and
large enough locking frequency ω.
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IV. DISCUSSION

In this paper, we have analyzed the effects of the delay distri-
bution on the existence and stability of phase-locked solutions for
two mutually coupled Kuramoto oscillators. In particular, we have
considered two cases of how the delay distribution enters the sys-
tem. In the first case, the delay distribution was included inside the
coupling function, and the system was analyzed for a general distri-
bution, as well as uniform and gamma distributions to find branches
of stable and unstable phase-locked solutions, where both oscillators
have the same common frequency and, possibly, a constant phase
shift. Stability regions for both in- and anti-phase solutions as well as
multistability regions were numerically computed for uniform and
gamma distributions in terms of the mean time delay, distribution
width, coupling strength, and gamma distribution parameters. In
the case of a uniform distribution, the solutions alternate between
stable in- and anti-phase states, with regions of stability being larger
for smaller values of the mean time delay τ . For large values of τ and
strong coupling, there are large regions of multistability, where both
types of phase-locked solutions coexist and are stable. The width of
the distribution ρ does not appear to influence stability properties of
the solutions, though it sets the lower bound on the mean time delay,
for which phase-locked solutions exist. In the case of the gamma
distribution, for small values of parameter γ , which corresponds to
larger values of the mean time delay, one again observes switches
between regions, where only in-phase or anti-phase solutions are
stable, and the size of these regions itself grows with γ , while higher
values of the coupling strength are associated with multistability.

To understand the effect of different ways, in which a delayed
distribution can be introduced into the system, we have also consid-
ered the case of two mutually coupled Kuramoto oscillators, where
the distribution is taken outside of the coupling function. We have
analytically calculated phase-locking frequencies in terms of the gen-
eral distribution kernel and the coupling strength. As in the first
case, we have concentrated on analyzing the stability of phase-locked
states for uniform and gamma distributions. In this case, increasing
the width of the uniform distribution increases the size of parame-
ter regions where only one of the phase-locked solutions is stable.
The solutions still alternate between stable in- and anti-phase states
for weaker coupling strengths, but an increase in the distribution
width ρ decreases the range of values of κ where both solutions
coexist. For the same values of the mean time delay τ , a broader dis-
tribution changes the structure of phase-locked solutions in terms
of reducing the number of stable in-phase branches, while increas-
ing the number of stable anti-phase solutions. For a weak gamma
distribution in this case, there are no stable anti-phase solutions for
any values of the coupling strength κ even for high values of γ .
With a strong gamma-distributed kernel, for smaller values of γ , all
phase-locked solutions are unstable, while an increase in γ allows
for coexistence of stable and unstable in-phase solutions with unsta-
ble anti-phase solutions. For larger values of γ and a range of small
values of the coupling strength κ , stable phase-locked solutions can
coexist with other branches of the same type of solutions or with
stable anti-phase solutions.

The results indicate that the delay distribution inside the cou-
pling function does not appear to alter stability of phase-locked
solutions in a system of coupled Kuramoto oscillators, only affecting

when they exist. However, having the distribution outside the
coupling function does play a role in terms of both existence, as
well as stability of phase-locked solutions. Moreover, not only the
mean time delay, but also the type of distribution kernel is an impor-
tant factor in determining when/whether such solutions exist and
are stable. So far, we have concentrated on the system of only two
coupled Kuramoto oscillators, and one possible extension of this
work would be the analysis of an interplay between various network
motifs/topologies and delay distributions, as was done for the case
of discrete delays in Ref. 50.

ACKNOWLEDGMENTS

The authors would like to thank Otti D’Huys for valuable com-
ments and suggestions in the early stages of this research. A.R.
acknowledges funding for her Ph.D. studies from the Engineering
and Physical Sciences Research Council (EPSRC) through iCASE
Award No. EP/N509784/1.

APPENDIX: DERIVATION OF A LINEARIZED MODEL

To linearize the system (2), we introduce a small perturbation
around the in-phase solution as follows:

θ1(t) = ωt + εφ1(t),

θ2(t) = ωt + εφ2(t),

where 0 < |ε| � 1. Substituting this into the model (2) yields

ω + εφ̇1(t) = 1 + κ sin

×

[∫ ∞

0

g(s)
(

ω(t − s) + εφ2(t − s)
)

ds − ωt − εφ1(t)

]

,

ω + εφ̇2(t) = 1 + κ sin

×

[∫ ∞

0

g(s)
(

ω(t − s) + εφ1(t − s)
)

ds − ωt − εφ2(t)

]

.

Taylor’s expansion for |ε| � 1 leads to the linearized system
for the in-phase solution as

φ̇1(t) = κ cos

[

ω

∫ ∞

0

sg(s)ds

] [∫ ∞

0

g(s)φ2(t − s)ds − φ1(t)

]

,

φ̇2(t) = κ cos

[

ω

∫ ∞

0

sg(s)ds

] [∫ ∞

0

g(s)φ1(t − s)ds − φ2(t)

]

.

(A1)

The system (A1) can be rewritten in the matrix form

d

dt

(

φ1

φ2

)

=

(

−κ cos(ωτm) 0
0 −κ cos(ωτm)

) (

φ1

φ2

)

+

(

0 κ cos(ωτm)

κ cos(ωτm) 0

) ( ∫ ∞

0
g(s)φ2(t − s)ds

∫ ∞

0
g(s)φ1(t − s)ds

)

,
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where τm =
∫ ∞

0
sg(s)ds is the mean time delay. Letting

L0 =

(

−κ cos(ωτm) 0
0 −κ cos(ωτm)

)

and

M =

(

0 κ cos(ωτm)

κ cos(ωτm) 0

)

,

one recovers the linearized equation (8) used for numerical compu-
tations of eigenvalues. Similar calculations can be performed for an
anti-phase solution.
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