Homogenization induced by chaotic mixing and diffusion in an oscillatory chemical reaction
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A model for an imperfectly mixed batch reactor with the chlorine dioxide-iodine-malic acid (CDIMA) reaction, with the mixing being modelled by chaotic advection, is considered. The reactor is assumed to be operating in oscillatory mode and the way in which an initial spatial perturbation becomes homogenized is examined. When the kinetics are such that the only stable homogeneous state is oscillatory then the perturbation is always entrained into these oscillations. The rate at which this occurs is relatively insensitive to the chemical effects, measured by the Damköhler number, and is comparable to the rate of homogenization of a passive contaminant. When both steady and oscillatory states are stable, spatially homogeneous states, two possibilities can occur. For the smaller Damköhler numbers, a localized perturbation at the steady state is homogenized within the background oscillations. For larger Damköhler numbers, regions of both oscillatory and steady behavior can co-exist for relatively long times before the system collapses to having the steady state everywhere. An interpretation of this behavior is provided by the one-dimensional Lagrangian filament model, which is analyzed in detail.
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I. INTRODUCTION

It is well known that mixing can be greatly enhanced by the chaotic motion of fluid elements in unsteady laminar flows [1–3]. An initially smooth distribution of a passive contaminant (passive scalar) is distorted by the chaotic advection and develops a complex spatial structure with high concentration gradients, enhancing diffusive transport. This can then lead to the decay of the concentration fluctuations and homogenization [4–6]. An imperfectly mixed environment is a common characteristic of many real chemical and biological processes. Even very small fluctuations in temperature or concentration in the medium, presumed to be totally homogeneous, can have important effects in the presence of nonlinear dynamics. In laboratory experiments, for example, strong stirring is frequently used to achieve good homogeneity of the reactants. Nevertheless, perfect homogeneity can never be fully realized and it has been observed that experimental measurements can depend on stirring rates [7–10].

The aim of this paper is to study the evolution of initial inhomogeneities in a system driven by nonlinear chemical dynamics corresponding to an oscillatory chemical reaction coupled with diffusion and chaotic advection. In the absence of transport processes (chaotic mixing and diffusion) the chemical dynamics at each point in the domain of interest can be regarded as an independent nonlinear oscillator. Non-uniform initial conditions would thus result in a set of identical oscillators, each oscillating with different phases. Therefore we can regard homogenization due to the combined effects of advection and diffusion as a synchronization of these local oscillators.
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The specific chemical reaction that we consider is the chlorine dioxide-iodine-malic acid (CDIMA) reaction, which has been shown to exhibit oscillatory behavior both experimentally [11,12] and in the kinetics derived to describe the reaction [13,14]. One feature of this model is that the oscillations can arise through a subcritical Hopf bifurcation, giving the possibility of multistability, by the coexistence of a stable steady state and a stable limit cycle in a certain range of the parameters. For the flow we take an oscillatory shear flow [15]. The exact nature of the flow is not especially important, all we really require is that the time-dependent flow can generate chaotic advection of fluid elements, i.e., it is chaotic when viewed in its Lagrangian description. The oscillating shear flow has this property, our choice being motivated by ease of implementation for the numerical simulations. The basic situation we address is that of a system initially oscillating homogeneously in space with some initial spatial perturbation applied. The main question is whether the system returns to spatially homogeneous oscillations or not, and, if it does, how is this achieved? Does the mixing process have any significant effect on the chemical reaction beyond what would be seen for a passive contaminant? Alternatively, the problem can be thought of as how a continuum distribution of identical oscillators coupled by diffusion and chaotic advection will respond to an initial difference in phase.

We start by describing our model and deriving the corresponding advection-reaction-diffusion equations. A numerical study of these two-dimensional equations is then undertaken, considering separately the cases when the Hopf bifurcation in the kinetic system is supercritical and when it is subcritical. In the first case the system is taken to be oscillating homogeneously in space before a perturbation is applied. In the second case when the system has two stable states (homogeneous steady state and stable limit cycle) two different scenarios are investigated: (i) the system is in the...
oscillatory state everywhere except in a small region which is set to the steady state, and (ii) most of the system is in the steady state and is oscillating in a small part of the domain. In both cases the dependence of the final state of the system on the relative strengths of the stirring rate and rate of the chemical reaction is investigated.

A one-dimensional Lagrangian model has previously proved to be useful in giving insight into the behavior of two-dimensional (2D) advection-reaction-diffusion problems [16–20] (for earlier work see Refs. [21–26]). This one-dimensional model is analyzed in detail and provides an interpretation of some of the behavior seen in the full model.

II. MODEL

The general problem can be described by a set of \( N \) advection-diffusion-reaction equations, corresponding to a stirred batch reactor,

\[
\frac{\partial c_i}{\partial t} + \mathbf{v} \cdot \nabla c_i = F_i(c_1, \ldots, c_N) + D_i \nabla^2 c_i,
\]

where \( \mathbf{v}(\mathbf{r}, t) \) is an incompressible time-dependent spatially smooth flow advecting fluid elements chaotically within a finite domain. The flow is presumed to be independent of the chemical concentrations. The set of functions \( F_i \) models the chemical interactions between different components chosen such that, in the case of spatially uniform concentrations, the reaction dynamics

\[
\dot{c}_i = F_i(c_1, \ldots, c_N) \quad (i = 1, \ldots, N)
\]

has a stable limit cycle of period \( T_c \), i.e.,

\[
c_i(t + T_c) = c_i(t) \quad (i = 1, \ldots, N) \quad \text{for all } t.
\]

Chaotic mixing is modelled by a simple time-periodic velocity field describing a closed flow within a finite domain (a periodic shear flow). We note that our results are expected to remain valid for a wide range of two-dimensional laminar flows capable of producing repeated stretching and folding of fluid elements, a common characteristic of any chaotic advection. The velocity field, \( \mathbf{v} = (v_x, v_y) \),

\[
v_x(x, y, t) = \begin{cases} \frac{AL}{T_f} \sin(2\pi y + \phi), & \text{if } t \in \left[nT_f, n + \frac{1}{2}T_f\right) \\ 0, & \text{if } t \in \left[n + \frac{1}{2}T_f, (n + 1)T_f\right), \end{cases}
\]

\[
v_y(x, y, t) = \begin{cases} 0, & \text{if } t \in \left[nT_f, n + \frac{1}{2}T_f\right) \\ \frac{AL}{T_f} \sin(2\pi x + \phi_{i+1}), & \text{if } t \in \left[n + \frac{1}{2}T_f, (n + 1)T_f\right).
\end{cases}
\]

is defined on a doubly periodic square domain of length \( L \). \( T_f \) is the period and \( A \) is a parameter (we use \( A=1.4 \), that controls the chaotic behavior of the flow. The Lyapunov exponent of this flow has the same order of magnitude as \( 1/T_f \). Transport barriers due to Kolmogorov-Arnold-Moser (KAM) tori, typically present in periodically driven conservative systems, can be avoided by breaking the periodicity using a random phase \( \phi_i \), different in each half of the time period.

The oscillating nonlinear chemical dynamics that we use is the chlorine dioxide-iodine-malic acid (CDIMA) reaction, following the Lengyel-Epstein kinetic scheme [11,14]. In this reaction, the reactor is supplied with malonic acid (MA), chlorine dioxide (ClO₂), and iodine (I₂). The important intermediate species are iodide \( \Gamma^- \) and chlorite \( \text{ClO}_{2}^- \) ions, which participate in the following three component stoichiometric processes:

\[
\text{MA} + \text{I}_2 \rightarrow \text{IMA} + \Gamma^- + \text{H}^+, \quad r_1 = \frac{k_{1a}[\text{MA}][\text{I}_2]}{k_{1b} + [\text{I}_2]}, \tag{6}
\]

\[
\text{ClO}_2 + \Gamma^- \rightarrow \text{ClO}_2^- + I_2, \quad r_2 = k_2[\text{ClO}_2][\Gamma^-], \tag{7}
\]

\[
\text{ClO}_2^- + 4\Gamma^- + 4\text{H}^+ \rightarrow \text{Cl}^- + 2\text{I}_2 + 2\text{H}_2\text{O}, \quad r_3 = \frac{k_{3b}[\text{ClO}_2^-][\Gamma^-]}{k_{3a} + [\Gamma^-]^2}. \tag{8}
\]

The concentrations of the “pool chemicals” MA, ClO₂, and \( \text{I}_2 \) are experimentally variable parameters and the products IMA and Cl⁻ are not considered explicitly. \( c_1 \) and \( c_2 \) denote the concentrations of \( \Gamma^- \) and \( \text{ClO}_2^- \), respectively. The chemical system can be described by the two-variable model that evolves according to

\[
\dot{c}_1 = r_1 - 2r_3, \quad \dot{c}_2 = r_2 - r_3. \tag{9}
\]

After substituting the velocity field (4) and (5), and the nonlinear chemical dynamics (9) and (10) into the original advection-diffusion-reaction (1), we introduce the following transformation to obtain dimensionless variables:

\[
\bar{c}_1 = \frac{c_1}{U_s}, \quad \bar{c}_2 = \frac{c_2}{V_s}, \quad \bar{t} = \frac{tU_0}{L}, \quad \bar{r} = \frac{r}{L}, \quad \bar{\mathbf{v}} = \frac{\mathbf{v}}{U_0}, \tag{11}
\]

where \( L \) and \( U_0 = L/T_f \) are the characteristic length and velocity scales of the flow and

\[
\bar{U}_i = \frac{k_{1a}[\text{MA}][\text{I}_2]}{k_2[\text{ClO}_2][k_{1b} + [\text{I}_2]]}, \quad \bar{V}_c = \frac{(k_{1a}[\text{MA}])^2[I_2]}{k_{3a}k_{3b}[\text{ClO}_2][k_{1b} + [\text{I}_2]]^2}. \tag{12}
\]

This leads to the equations, on dropping the bars for convenience,

\[
\frac{\partial \bar{c}_1}{\partial \bar{t}} + \mathbf{v} \cdot \nabla \bar{c}_1 = D \left( 1 - \frac{4c_1c_2}{\beta + c_1} \right) + \text{Pe}^{-1} D \nabla^2 \bar{c}_1, \tag{13}
\]
\[
\frac{\partial c_2}{\partial t} + \mathbf{v}(\mathbf{r}, t) \cdot \nabla c_2 = D a \left( c_1 - \frac{c_1 c_2}{\beta + c_2^2} \right) + P e^{-1} \nabla^2 c_2,
\]

where

\[
D a = \frac{k_2 [\text{ClO}_2]_L}{U_0}, \quad P e = \frac{L U_0}{D c_2}, \quad D = \frac{D c_1}{D c_2}
\]

are the Damköhler and Pécel numbers and \(D\) is the ratio of the diffusion coefficients corresponding to the two different components. \(k_2 [\text{ClO}_2]_L\) is the reference reaction rate. We note that the Damköhler number measures the ratio of the chemical and advective time scales and the Pécel number gives the ratio between the advective and diffusive transport. Large Damköhler numbers correspond to slow stirring or equivalently fast chemical reaction and vice versa. Pécel numbers are usually large, which is the case considered here, therefore diffusion alone is not efficient in removing concentration gradients at large scales. In the present study a range of values of the Damköhler number are explored with the Pécel number fixed at a large value. \(\alpha\) and \(\beta\) are two chemical (kinetic) parameters given by

\[
\alpha = \frac{U_s}{V_s}, \quad \beta = \frac{k_{3y}}{U_s^3}.
\]

The dimensionless scalings of the kinetics in Eqs. (13) and (14) are modified versions of those used originally by Epstein and Lengyel [13,14], and are the same as those used previously in Refs. [27,28]. In particular, the explicit appearance of the parameter \(\beta\) in these scalings allows the nature of the Hopf bifurcation to be more clearly identified. The kinetic scheme, essentially dimensionless versions of Eqs. (9) and (10), has a steady state \((c_1^s, c_2^s) = (1, \frac{1}{3} + \beta)\) which is stable for \(\alpha > \alpha_{H} = \frac{3}{2} - 2 \beta\). This loses stability at \(\alpha = \alpha_{H}\) through a Hopf bifurcation. For \(\beta > \beta_0 = 2.9 \times 10^{-3}\), this bifurcation is supercritical, producing stable limit cycles if \(\alpha < \alpha_{H}\). For \(\beta < \beta_0\) the bifurcation is subcritical, giving a range of \(\alpha > \alpha_{H}\) at which there exists both a stable steady state and a stable limit cycle. We consider these two scenarios in our numerical simulations.

### III. Numerical Simulations

We integrated the advection-diffusion-reaction problem (13) and (14) on a square \(\Omega = [0,1] \times [0,1]\) using 1000 \(\times\) 1000 grid points, applying periodic boundary conditions. The numerical method used a semi-Lagrangian scheme for the advection combined with an explicit scheme for diffusion and a fourth-order Runge-Kutta method for the time integration of the local dynamics. The advection step used a semi-Lagrangian scheme at time \(t_0\) which consists of computing, at each grid point, a backward-time Lagrangian trajectory for a time \(\Delta t\). The concentrations at this fluid element are calculated by bilinear interpolation using values of the concentrations at time \(t_0 - \Delta t\) and these values are assigned to the original lattice point at time \(t_0\). The values of the Pécel number and \(D\) were kept constant, \(P e = 10^4, D = 1.0\). The time step used was \(\Delta t = 0.001\) and the period of the flow was set at \(T_f = 1.0\).

A check on the accuracy of the numerical scheme can be provided by the \(D a = 0\) case, where the total concentrations of \(c_1\) and \(c_2\) should remain constant throughout as reaction effects are removed. The mean values of \(c_1\) and \(c_2\) were calculated from the numerical results in the \(D a = 0\) case and were found to remain constant to at least ten decimal places. This gives confidence that our results for \(D a \neq 0\) are also reliable.

#### A. Supercritical case, \(\beta > \beta_0\)

We start by considering the case when the Hopf bifurcation in the kinetic equations is supercritical, i.e., \(\beta > \beta_0\). Here we can only have either a stable steady state (if \(\alpha > \alpha_{H}\)) or a stable limit cycle (if \(\alpha < \alpha_{H}\)). Thus only values of \(\alpha < \alpha_{H}\) are relevant for this section and we took \(\alpha = 0.375\) and \(\beta = 0.005\) for these computations. The evolution of an initial perturbation is investigated for different values of the Damköhler number, comparing the cases of zero (unreactive) and nonzero (reactive) Damköhler numbers.

Initially the system is homogeneous in space \((c_1 = \frac{1}{3} c_1^0, c_2 = \frac{1}{2} c_2^0)\) at \(t = 0\) for all \(\mathbf{r}\) in \(\Omega\). If \((c_1^0, c_2^0) \neq (c_1^s, c_2^s)\) the whole system oscillates homogeneously and there are no phase differences or fluctuations. The transport processes in this situation have no influence as there are no concentration gradients and the whole system is governed only by the nonlinear chemical dynamics. Different points in the domain can be regarded as independent nonlinear oscillators. At this stage a perturbation in the form

\[
c_1(x, y, 0) = \frac{1}{2} c_1^0 (1 + (1 + 2 \delta \sin[2 \pi (x - y)])),
\]

\[
c_2(x, y, 0) = \frac{1}{2} c_2^0 (1 + (1 + 2 \delta \sin[2 \pi (x - y)]))
\]

is applied, where \(\delta\) is the amplitude of the perturbation. We take \(\delta = 0.5\) in the numerical simulations. From the spatial distributions (a typical example is shown in Fig. 1 for \(D a = 0.65\)) it can be observed that the initial perturbation given by Eq. (17) (Fig. 1, first plot) is folded and stretched by the chaotic advection into increasingly thinner filaments, see Fig. 1 (second to fourth plots). These filaments grow in length and gradually invade the whole domain with a decrease in the local amplitude of the inhomogeneity. At this stage the filaments overlap and all the points in the domain fluctuate around some mean, see Fig. 1 (fifth to seventh plots). In this phase the characteristic pattern of the spatial structure (unstable manifold of the advection dynamics) is not changing apart from the relatively fast decay of the overall amplitude of the fluctuations. The final state is complete homogenization with the system oscillating in phase, see Fig. 1 (eighth and ninth plots).

For the case \(D a = 0\) (unreactive system) it has been shown previously [4–6], that an initial impurity (passive scalar field) is homogenized by the joint action of advection and diffusion. Chaotic advection acts very efficiently on large...
scales creating sharp concentration gradients for a more efficient diffusive transport at small scales. In these studies it has been shown that the different moments of the deviation of the local concentration form the mean concentration decay exponentially in time \([c_1](t) = \sqrt{\langle [c_1]^2(t,x,y) \rangle} - \langle [c_1(t,x,y)] \rangle^2 \sim \exp(-\lambda t)\), (18)

where \(\langle \rangle\) represents averaging over the whole domain. A plot of the standard deviation in the \(c_1\) concentration field, \(\sigma_{c_1}\), against time for our system is shown in Fig. 2 on a lin-log plot. We note that \(\sigma_{c_1}\) has the same behavior as \(\sigma_{c_1}\), so for simplicity only \(\sigma_{c_1}\) needs to be considered. In Fig. 2 we plot \(\sigma_{c_1}\) for the unreactive case (\(Da=0\)) by the smooth line and show \(\sigma_{c_1}\) for cases when \(Da \neq 0\) by oscillatory lines.

Consider the unreactive case first. In the early stages the standard deviation stays almost constant due to the fact that the loss in the amplitude of the perturbation is compensated by the exponential growth in length of the filaments. Diffusion is almost negligible in the beginning as there are only large scale structures in the concentration distribution. After the filaments have invaded the whole domain they start overlapping and interacting and small scale structures are formed making diffusion more efficient. This leads to an exponential decay of the standard deviation with \(\lambda = \frac{0.7867}{T_c}\). The inverse of the decay rate of the standard deviation \(\lambda^{-1}\) defines a characteristic time scale associated with the decay of an initial perturbation due to the combined effects of advection and diffusion.

We now consider the effect that a nonzero Damköhler number has on the overall dynamics. By measuring the period and the Floquet exponent of the limit cycle \(T_c\) of the (dimensionless) kinetic scheme, we can define a decay rate corresponding to the stable limit cycle, as \(\mu = |\rho_T(T_c(Da))|\), where \(\rho_T\) is the Floquet exponent corresponding to the limit cycle and is independent of the Damköhler number. A direct consequence of \(Da\) multiplying the chemical dynamics in Eqs. (13) and (14), is the dependence of \(T_c\) on \(Da\) according to \(T_c(Da) = T_c(Da=1)/Da\). \(\mu\) shows how fast a point in the phase space is attracted to the limit cycle. Thus \(\mu^{-1}\) defines a characteristic time scale of the chemical dynamics. For \(Da=1\) and the other parameters used in the numerical simulations \(T_c = 2.172\) and the corresponding Floquet exponent is \(\rho_T = -2.603\). This gives a chemical time scale of \(\mu = 2.603 Da/T_c(Da=1)\). Hence a value of \(Da=0.65\) gives comparable characteristic decay rates for the chemical reaction that are approximately three times slower and three times faster than the decay rate in the purely advection-diffusion case.

In Fig. 2 we plot the standard deviation of the spatial distribution of the first component, \(\sigma_{c_1}\), for \(Da = 0.2, 0.65, 2.0\) as a function of time on a lin-log plot. The oscillations in the standard deviation are due to the oscillating nonlinear chemical dynamics. As mentioned above the
increase of the frequency with $Da$ is explained by the dependence of $T_c$ on $Da$. Comparing the unreactive case with the reactive cases in Fig. 2, shows that the change of $Da$ has no significant effect on the decay rate of the standard deviation $\sigma_{c_1}$. The decay rates for $Da=0.65$ ($\lambda=0.7827$) and for the unreactive case are directly comparable. However, there is an indication that the homogenization process is slightly faster for $Da=0.2$ ($\lambda=0.8223$) and slightly slower for $Da=2.0$ ($\lambda=0.7731$) than for the unreactive case, though these tendencies are only marginal at best. This trend of a slightly slower decay of the standard deviation for larger Damköhler numbers does not become more accentuated if the Damköhler number is further increased. Computations for $Da=4.0$ ($\lambda=0.7732$) and 6.0 ($\lambda=0.7725$) show that the decay rate of the standard deviation is essentially the same at that found for $Da=2.0$.

We can use our results to plot phase plane diagrams, i.e., plots of $c_2$ against $c_1$ obtained from our numerical data at a given time. Plots for $Da=0.65$ and $Da=2.0$ are shown in Fig. 3, plotted at equally spaced time intervals ($\Delta t=0.5$ for $Da=0.65$ and $\Delta t=0.2$ for $Da=2.0$). The limit cycle in the kinetic system is shown by the closed loop. These diagrams provide an explanation as to why the chemical reaction has little overall effect on the homogenization process. When the mixing is much faster than the chemical kinetics (small $Da$), homogenization of the concentrations happens before the limit cycle is reached. When there is slow mixing (large $Da$), points in the phase space are quickly attracted to the limit cycle and, as the chemical dynamics is neutrally stable with respect to perturbations along the limit cycle, the concentration fluctuations are dissipated only by mixing and diffusion. In both cases the homogenization rate is dominated by the coupled effect of mixing and diffusion, therefore is largely independent of the reaction rate measured through $Da$. We note that the concentrations of $c_1$ and $c_2$ outside the limit cycle are much more rapidly attracted to it than those within. This can be explained by the time variation along the limit cycle, which is described slowly for the parts where $c_1$ and $c_2$ have their higher values and quickly where their values are lower. Thus the higher concentrations of $c_1$ and $c_2$ have a much longer time periods when they are relatively close to the limit cycle and thus can be attracted to it.

### B. Subcritical case, $\beta<\beta_0$

For $\beta<\beta_0$ there is a range of $\alpha>\alpha_H$ where a stable steady state and a stable limit cycle coexists in the kinetic scheme and it is this case that we now examine. We took $\alpha=0.62$, $\beta=0.0001$, $D=1$ and an initial perturbation in which a central region (of radius $\Delta$) was set at the steady state $(c_1^*,c_2^*)$ with the rest of the reactor uniform in space and oscillating in time. Both states are stable in the kinetic scheme for these parameter values [28]. For the smaller values of $Da$ the initial state became homogenized within the oscillatory behavior in the same way as described above. However, for larger values of $Da$ this is not the case. Now the effect of the relatively weak mixing within the chaotic advection and the relatively strong chemistry is to allow the steady state to spread through the reactor. Eventually this steady state dominates and the reactor is everywhere at its spatially homogeneous steady state $(c_1^*,c_2^*)$.

We illustrate this behavior in Fig. 4, where we plot the average value $\langle c_1 \rangle$ of $c_1$, given by

\[
\langle c_1 \rangle(t) = \int c_1(x,y,t) dx \ dy
\]

and the standard deviation $\sigma_{c_1}$, defined by Eq. (18), for $Da=22.0$ and $\Delta=0.05$. The figure shows that the system has a...
relatively long period of oscillatory behavior for this value of \( \text{Da} \), undergoing many oscillations until \( t=10 \) before there is a rapid change to the steady state by \( t=15 \). This suggests that both oscillatory and steady states can exist simultaneously for a relatively long time before there is a rapid transition to steady behavior everywhere. The decay of the standard deviation in Fig. 4(b) is much faster than in Fig. 2 due to the stronger attraction to the stable homogeneous steady state.

As the value of \( \text{Da} \) is decreased from \( \text{Da}=22.0 \) the length of time that the oscillating and steady states exist simultaneously increases before the steady state fills the whole region. This makes it difficult to determine the critical Damköhler number precisely for this transition from oscillatory to steady behavior at large times and suggests a “saddle-node type” bifurcation for this transition. Our numerical results indicate that the changeover from oscillations to steady states occurs between \( \text{Da}=21 \) and \( \text{Da}=22 \). As the Damköhler number is increased from \( \text{Da}=22.0 \) the length of time that the oscillations exist decreases with the steady state invading the system more rapidly.

It is worth mentioning that the critical Damköhler number depends on the extent of the area in the central region of the domain which is set to the steady state. A larger radius for this perturbation requires a smaller critical Damköhler number. In the alternative situation, where the whole reactor is in the steady state except in a localized central region which is oscillatory, it is also possible to obtain two different final states in the reactor, either the steady state or homogeneous oscillation. However, in this case, the size of the initial perturbation is much more important in determining the final outcome than in the previous setup.

The Lagrangian filament model, which reduces the 2D problem to a 1D analog has proved useful in giving insights into some of the transitions seen in 2D advection-reaction-diffusion systems and this 1D model is described in the next section for our specific problem.

IV. LAGRANGIAN FILAMENT MODEL

The repeated stretching and folding of fluid elements in the chaotic advection causes an initial spatial perturbation to evolve into complex spatial structure which eventually fills the whole domain. In the initial stage, however, a clear background exists and the filaments are well-defined. The chaotic nature of the 2D flow ensures the existence of a negative and positive Lyapunov exponent \((-\lambda, +\lambda)\), corresponding to the advection dynamics \( \dot{r}=v(r,t) \). Therefore, at any point in the flow, a convergent and a divergent direction can be associated to the eigenvectors \( \pm \lambda \). Hence in a Lagrangian reference frame a fluid particle is subjected to a stagnation-type flow corresponding to the simplified advection dynamics, \( v_y=-\lambda x, v_x=\lambda y \). Along the \( y \) axis (divergent direction) there is a continuous stretching of the initial perturbation, advective transport will dominate being much faster than diffusion. However, along the \( x \) axis (convergent direction) the formation of small scale structures indicates that advection, diffusion, and reaction need to be considered together. This leads to the one-dimensional (dimensionless) equations for the average profile across the filament in the convergent direction,

\[
\frac{\partial c_1}{\partial t} - x \frac{\partial c_1}{\partial x} = \frac{\partial^2 c_1}{\partial x^2} + \text{Da} \left( 1 - c_1 - \frac{4c_1c_2}{\beta + c_1^2} \right),
\]

\[
\frac{\partial c_2}{\partial t} - x \frac{\partial c_2}{\partial x} = \frac{\partial^2 c_2}{\partial x^2} + \text{Da} \alpha \left( c_1 - \frac{c_1c_2}{\beta + c_1^2} \right).
\]

Equations (20) represent the evolution of a transverse slice of a filament in a Lagrangian reference frame, the second term on the left-hand side is the mean convergent flow. The parameters are given by Eqs. (15) and (16), except that now the Damköhler number is \( \text{Da}=k_2[C\text{ClO}_2]/\lambda \). In this simplified model the folding effects of the 2D chaotic advection are completely lost, hence this model loses its validity when filaments start interacting (second stage in the homogenization process). A mean strain is assumed through \( \lambda \), although in the 2D flow the strength of the stretching fluctuates in time and space. Equations (20) are defined on \(-\infty < x < \infty, t > 0\) with the zero-flux boundary conditions

\[
\frac{\partial c_i}{\partial x} \rightarrow 0 \quad \text{as} \quad |x| \rightarrow \infty \quad (i=1,2).
\]

We start by considering a linear stability analysis of Eq. (20) in two cases, one when \( c_1 \) and \( c_2 \) are oscillating uniformly in space, \( c_1^*c_2^* \), for all \( x \) and the other when the system is at its steady state \( c_1=c_1^*, c_2=c_2^* \). For simplicity we restrict attention to the case \( D=1 \).

A. Linear stability analysis of the spatially homogeneous oscillations

We first consider small perturbations in the Lagrangian filament model (20) when \( c_1 \) and \( c_2 \) are oscillating everywhere in phase on the limit cycle \( \Gamma \). Here it is more convenient to rescale time by \( \bar{t}=\text{Da}t \) and put

\[
c_1(x,\bar{t})=c_1^*(\bar{t}) + C_1(x,\bar{t}), \quad c_2(x,\bar{t})=c_2^*(\bar{t}) + C_2(x,\bar{t}),
\]

\[
|C_1, C_2| \ll 1,
\]

where \( c_1^*, c_2^* \) are periodic functions of \( \bar{t} \) with period \( T_c \) independent of \( \text{Da} \). The (linear) equations for \( C_1, C_2 \) are, from Eq. (20),

\[
\frac{\partial C_1}{\partial \bar{t}} = \frac{1}{\text{Da}} \left( \frac{\partial^2 C_1}{\partial x^2} + x \frac{\partial C_1}{\partial x} \right) + a_{\bar{t}}(\bar{t})C_1 + b_{\bar{t}}(\bar{t})C_2,
\]

\[
\frac{\partial C_2}{\partial \bar{t}} = \frac{1}{\text{Da}} \left( \frac{\partial^2 C_2}{\partial x^2} + x \frac{\partial C_2}{\partial x} \right) + c_{\bar{t}}(\bar{t})C_1 + d_{\bar{t}}(\bar{t})C_2,
\]

where \( a_{\bar{t}}, b_{\bar{t}}, c_{\bar{t}}, d_{\bar{t}} \) are the elements of the Jacobian of the kinetics evaluated on \( c_1^*(\bar{t}), c_2^*(\bar{t}) \) and are periodic functions with period \( T_c \).

We now use the basis functions to be defined in Sec. IV B in Eqs. (31) and (32), to construct a solution of Eqs. (23) in the form
\[ (C_1, C_2) = \sum_{k=0}^{\infty} (u_k(\bar{t}), v_k(\bar{t})) W_k(x). \]  

Substituting Eq. (24) into Eqs. (23) gives
\[ \frac{du_k}{dt} = (\mathbf{P} \bar{t} - \bar{D} a^{-1} (2k + 1) \mathbf{I}) \mathbf{u}_k \quad (k = 0, 1, 2, \ldots), \]

where
\[ \mathbf{P} = \begin{pmatrix} a_{\gamma} & b_{\gamma} \\ c_{\gamma} & d_{\gamma} \end{pmatrix}, \quad \mathbf{u}_k = (u_k, v_k)^T, \]

and \( \mathbf{I} \) is the unit matrix. If we put \( \mathbf{u}_k = \exp[(-(2k+1)\bar{D} a^{-1} t)] \mathbf{u} \) in Eq. (25) we obtain
\[ \frac{d\mathbf{u}}{dt} = \mathbf{P} \mathbf{u} \]

and it is Eq. (26) that determines the Floquet exponents for the limit cycle \( \Gamma \). Note that the translational invariance of the limit cycle solutions \( c_1(\bar{t}), c_2(\bar{t}) \) means that one (of the two) Floquet exponents is zero. Now Eq. (26) has a solution such that \( \mathbf{u}(\bar{t}+T_\gamma) = \exp^{\mathbf{P}T_\gamma} \mathbf{u}(\bar{t}) \) for all \( \bar{t} \) for the other Floquet exponent \( \rho_\gamma \) [30]. Hence Eq. (25) has a solution which has
\[ \mathbf{u}_k(\bar{t}+T_\gamma) = \exp^{(\rho_\gamma -(2k+1)\bar{D} a^{-1} T_\gamma)} \mathbf{u}_k(\bar{t}) \quad \text{for all } \bar{t}. \]

If \( \Gamma \) is a stable limit cycle then \( \rho_\gamma < 0 \) and expression (27) shows that this limit cycle behavior is also stable in the Lagrangian filament model.

The above analysis shows that the spatially homogeneous limit cycle \( (c_1(\bar{t}), c_2(\bar{t})) \) is stable to small perturbations for all \( \bar{D} a \). This result is in line with the two-dimensional findings and explains the mechanism by which homogenization happens in the initial stages of the 2D case. If \( \alpha > \alpha_H \) the same stability property is valid for the spatially homogeneous steady state \( (c_1^*, c_2^*) \) (see Sec. IV B). When \( \beta < \beta_1 \) the Hopf bifurcation is subcritical and it is possible to have both these states existing for the same value of \( \alpha \). This occurs, for example, when \( \alpha = 0.62, \beta = 0.0001 \), which is the case that we consider for our filament model. We started numerical simulations with the system oscillating homogeneously and then applied a perturbation which put a region around \( x = 0 \) to the steady state \( (c_1^*, c_2^*) \). We solved Eqs. (20) with \( D = 1 \) for increasing values of \( \bar{D} a \) as well as varying the extent of the perturbation region. For the smaller values of \( \bar{D} a \), up to \( \bar{D} a = 15.0 \), the system returned to its spatially homogeneous oscillatory state, no matter how large we made the perturbed region. For \( \bar{D} a \) greater than \( \bar{D} a = 20.0 \) we found, for a sufficiently large perturbed region, very weak oscillations about the steady state (close to \( x = 0 \)) and spatially uniform oscillations (for larger \( x \)) existing simultaneously, with a relatively thin transition region between these two regimes. This behavior, illustrated in Fig. 5 for \( \bar{D} a = 20.0 \), persists for all the higher values of \( \bar{D} a \) tried, with the size of the perturbed region needed to initiate it reducing in extent. If, in the two-dimensional subcritical case, the whole reactor is set to oscillate homogeneously in space except for a small central region which is set to the steady state, then filaments with their central region very close to steady state, as presented above in the filament model, can form and propagate eventually filling in the whole domain. Thus a transition of the system from oscillations to steady state can take place as presented in Fig. 4.

We also tried the alternative procedure of starting the numerical simulations with the system in its homogeneous steady state and perturbing around \( x = 0 \) to the stable limit cycle. In all these computations the system returned to the homogeneous steady state no matter how large a value of \( \bar{D} a \) or perturbed region was tried. An explanation is suggested by the purely reaction-diffusion system [Eqs. (20) with the flow terms neglected]. Here the tendency is for the stable steady state to propagate into the oscillatory region. The effect of the flow is to counteract this tendency and gives the possibility of a balance between the outward propagation of the steady state and the inflow of the oscillatory behavior. If the situation is reversed, the flow reinforces the tendency of the homogeneous steady state to propagate out from its initial region.

**B. Linear stability analysis of the steady state**

For this second case we write
\[ c_1(x,t) = c_1^* + C_1(x,t), \quad c_2(x,t) = c_2^* + C_2(x,t), \quad |C_1, C_2| \ll 1 \]

and obtain the linear equations
\[ \frac{\partial C_1}{\partial t} = \frac{\partial^2 C_1}{\partial x^2} + x \frac{\partial C_1}{\partial x} + \bar{D} a \left( \frac{3 - 125\beta}{1 + 25\beta} C_1 - \frac{20}{1 + 25\beta} C_2 \right), \]
\[ \frac{\partial C_2}{\partial t} = \frac{\partial^2 C_2}{\partial x^2} + x \frac{\partial C_2}{\partial x} + \bar{D} a \left( \frac{2\alpha}{1 + 25\beta} C_1 - \frac{5\alpha}{1 + 25\beta} C_2 \right). \]

We look for a solution of Eqs. (29) in the form
\[ (C_1, C_2) = \sum_{k=0}^{\infty} (a_k b_k) e^{\sigma_k t} W_k(x), \]

where the \( a_k, b_k \) are constants and where the basis functions \( W_k(x) \) \((k = 0, 1, 2, \ldots)\) satisfy

\[ W_k'' + x W_k' + (2k + 1) W_k = 0 \]

and are chosen so as to satisfy the symmetry condition \( W_k(0) = 0 \) and be exponentially small as \( x \to \infty \). The solution to Eq. (31) can be expressed as

\[ W_k(x) = e^{-x^2/2} F_1 \left( -k; \frac{1}{2}; \frac{x^2}{2} \right) (k = 0, 1, 2, \ldots) \]

where \( F_1(-k; \frac{1}{2}; x^2/2) \) are confluent hypergeometric functions [29] and, with \( k \) a positive integer, are polynomials in \( x^2 \) of order \( 2k \). Applying Eqs. (30) and (31), in Eqs. (29) gives the equation for \( \sigma_k \) as

\[ \sigma_k^2 + \left( \frac{4k + 2}{2} - \frac{3}{2} - 5a - 125\beta \right) \sigma_k + (2k + 1)^2 \]

\[ - \frac{2}{(1 + 25\beta)} (3 - 5\alpha - 125\beta) + \frac{25a}{2} \; a_k = 0. \]  

(33)

If the steady state \((c_1', c_2')\) is stable in the kinetic scheme, i.e., \( \alpha > \alpha_H = 3/5 - 25\beta \), then Eq. (33) gives \( \text{Re}(\sigma_k) < 0 \) for all \( k \) and this state is also stable in the Lagrangian filament model. If \( \alpha < \alpha_H \) and the steady state is unstable in the kinetic scheme, Eq. (33) shows that there is the possibility of a Hopf bifurcation when \( \tilde{D}a = (4k + 2)(1 + 25\beta) / (3 - 5\alpha - 125\beta) \), giving a minimum value of \( \tilde{D}a \) for this instability at

\[ \tilde{D}a_H = \frac{2(1 + 25\beta)}{3 - 5\alpha - 125\beta}. \]  

(34)

For this bifurcation to occur the final (constant) terms in Eq. (33) must be positive. Applying Eq. (34) in these terms in Eq. (33) shows that we must have

\[ \alpha_H > \alpha > \alpha_1, \quad \text{where} \quad \alpha_1 = \frac{13 + 125\beta - 4\sqrt{10(1 + 25\beta)}}{5} \]  

(35)

for a Hopf bifurcation. For values of \( \tilde{D}a > \tilde{D}a_H \) and \( \alpha > \alpha_1 \) the steady state \( c_1', c_2' \) is unstable in the Lagrangian filament model.

Equation (33) also shows the possibility of a saddle-node bifurcation (real root changing sign) where

\[ \tilde{D}a = \frac{2k + 1}{50a} (3 - 5\alpha - 125\beta) \pm \sqrt{25a^2 - 10a(13 + 125\beta)^2} \]  

(36)

This requires \( \alpha < \alpha_1 \) where \( \alpha_1 \) is defined in Eq. (35). Equation (34) and the lower root in Eq. (36) with \( k = 0 \) identify a critical value of \( \tilde{D}a \) for the steady state \( c_1', c_2' \) to be unstable in the Lagrangian filament model. This is illustrated in Fig. 6, for \( \beta = 0.005 \) for which \( \alpha_1 = 0.04172 \).

We solved Eqs. (20) numerically with the system in its uniform steady state perturbed in a small region centered on \( x = 0 \). We first considered the case when \( \alpha < \alpha_H \), taking \( \alpha = 0.02, \beta = 0.005 \). For these parameter values, Eq. (36) gives \( \tilde{D}a = 0.5646 \) for the system to become (linearly) unstable. Our numerical integrations showed a change from stable (region II in the bifurcation diagram plotted in Fig. 6), at \( \tilde{D}a = 0.5 \) where the system returned to its spatially uniform steady state, to unstable (region I in the bifurcation diagram plotted in Fig. 6) at \( \tilde{D}a = 0.6 \), consistent with this bifurcation value. For values just above the bifurcation value, up to \( \tilde{D}a = 0.9 \), the numerical solutions approached a steady state with a spatially nonuniform profile associated with the first mode \((k = 0)\) being unstable. This is illustrated in Fig. 7(a) with plots of the concentration \( c_1 \) for a range of values of \( \tilde{D}a \).

For higher values of \( \tilde{D}a \), spatially uniform oscillations, consistent with the limit cycles in the kinetic system, were quickly set up from the initial perturbation. However, there was a “window,” from approximately \( \tilde{D}a = 6.0 \) to \( \tilde{D}a = 7.0 \), where more complex behavior was seen. In this range of \( \tilde{D}a \) the system was oscillatory for small values of \( x \) and steady for larger values, with a time dependent, spatially nonuniform profile joining the oscillatory region to the spatially uniform steady state at large \( x \). This behavior is shown in Fig. 7(b) by a gray-level plot of \( c_1 \) for \( \tilde{D}a = 6.0 \).

We next considered a value for \( \alpha \) in the range \( \alpha_1 < \alpha < \alpha_H \), taking \( \alpha = 0.375 \), again with \( \beta = 0.005 \), for which Eq. (34) gives \( \tilde{D}a_H = 4.5 \). Our numerical computations showed that, for values of \( \tilde{D}a \) less than the bifurcation value (region II in the bifurcation diagram plotted in Fig. 6), the system returned to its spatially uniform steady state and, for values somewhat greater than \( \tilde{D}a_H \) (region III in the bifurcation diagram plotted in Fig. 6), spatially uniform oscillations were set up. For values of \( \tilde{D}a \) just above the bifurcation value, from approximately \( \tilde{D}a = 5.0 \) to 8.5, more complex behavior arose, with the solution being oscillatory for small
values of $x$ and at its steady state for higher values. This is illustrated in Fig. 8 with a gray-level plot of $c_1$ for $\tilde{D}a=7.0$.

V. CONCLUSIONS

We have considered the response of an oscillatory reaction stirred by a chaotic flow to different spatial perturbations. We considered the particular case of the CDIMA reaction, since this allowed us to treat two separate cases. One when uniform oscillation is the only stable state and the other when both oscillatory and steady behavior are stable states. In the first (supercritical) case, the initial perturbation is always homogenized and the system returns to spatially uniform oscillations. The decay rate of the spatial fluctuations is virtually the same as for a nonreactive component.

When the kinetic system can have either a stable steady state or stable oscillations (subcritical case), we find that the reactor can behave in two possible ways. For smaller Damköhler numbers the initial perturbation is homogenized within the oscillatory response in a way similar to the supercritical case. However, for larger Damköhler numbers this does not always happen and an initial perturbation, setting a certain region to the steady state, can spread throughout the reactor, leaving it finally everywhere at this steady state. The reason for this is suggested by the Lagrangian filament model. The initial effect of the chaotic flow is to form thin filaments, separate from each other, in which the concentrations of the reactants are at their steady states. This initial phase can be described reasonably well by the 1D model, which we have seen can either return to the oscillatory state (smaller $Da$) or set up steady states within the background oscillations (larger $Da$), see Fig. 5. Thus for the smaller values of $Da$ the concentrations within the filaments become oscillatory and, as they are stretched further and interact spreading through the reactor, the uniform oscillatory response returns. However, for larger $Da$, the concentrations in the filaments remain at the steady state and the further stretching and folding caused by the chaotic flow spreads this steady state throughout the reactor, leading to the relatively rapid collapse of the oscillations seen in Fig. 4.

Many experimental studies (see Ref. [10] for a detailed list of references) have investigated the effects of stirring on nonlinear chemical dynamics, especially in the continuously stirred tank reactor (CSTR) configuration, and have shown that a spatially distributed system may behave qualitatively and quantitatively differently from its homogeneous reference system. The heterogeneity due to imperfect mixing, coupled with the nonlinear dynamics, can give rise to a much richer behavior of the system, i.e., oscillations, quenching of oscillations and even chaotic oscillations. For bi-stable systems it has been shown that the final state of the system can be changed by varying the stirring rate and our results for $\beta=0.0001$ have confirmed that, by changing the stirring rate through the Damköhler number, the system either settles to a uniform steady state or oscillates homogeneously at sufficiently long times.

The present problem can be thought of as a model for a reactor operating in batch mode, with the chaotic flow representing imperfect mixing within the reactor. In this situation we would expect the final state to be spatially homogeneous (oscillatory or steady). An alternative type of reactor that is often used is the flow reactor (CSTR) in which there is a continuous inflow of fresh reactants with the products of reaction continuously leaving the reactor. For a perfectly mixed reactor, the dynamics of the CDIMA reaction are modified by the flow rate [28] with now two values of $\alpha$ at which a Hopf bifurcation can occur and a critical flow rate above which the reactor is stable for all $\alpha$. 

FIG. 8. A gray-level plot of $c_1$ obtained from the numerical integration of Eqs. (20) for $\tilde{D}a=7.0$ and $\alpha=0.375$, $\beta=0.005$, $D=1.0$. The solution of the Eqs. (20) presented above corresponds to region III in the bifurcation diagram plotted in Fig. 6.
A model for imperfect mixing for this type of reactor could be provided by a chaotic flow with both an inflow and an outflow, the “blinking vortex sink” for example [31,32]. This system has been shown capable of sustaining complex (temporally oscillating) structures in the combustion context [19,20] and so we might also expect complex structures in the present case. The ability of the 1D Lagrangian filament model to have regions of both steady and oscillatory behavior co-existing for the CDIMA reaction suggests that this sort of configuration might be maintained in this type of flow reactor.

To investigate the possibility of the co-existence of steady and oscillatory states in the 2D problem, we considered the case of an open flow modelled by the blinking vortex-sink system [31,32]. This open flow models the outflow from a large reservoir through two vortex-sinks which are some distance apart from each other and are opened and closed alternately. This flow has a characteristic period $T_f$ and after every half period the active vortex sink switches position. The problem was solved on a square domain $\Omega = [0, L] \times [0, L]$ by applying zero-flux boundary conditions, thus allowing the whole domain to oscillate homogeneously if no spatial variation is imposed. The parameters of the flow are the same as those used in Ref. [19]. We considered two cases for the chemical dynamics, suggested by our stability analysis of the 1D model. In the first case we followed the development of an initial localized spatial region set to the steady state within background oscillations. The evolution of such a perturbation has already been investigated in the 1D filament model in the previous section. There we found that, for a sufficiently large value of $D_{\text{a}}$, filaments consisting of very weak oscillations around the steady state in a central region surrounded by spatially uniform oscillations. For smaller values of $D_{\text{a}}$ the spatially homogeneous oscillatory solution was restored.

This 2D open flow system provides the possibility for such filaments to form and propagate, so some similarity between the 1D and 2D cases could be expected. In Eqs. (13) and (14), we replaced the sinusoidal shear flow with the blinking vortex-sink flow and used the same numerical technique to integrate the revised equations. Two regimes have been found in the 2D problem as the Damköhler number was varied. If $D_{\text{a}}$ is small (slow reaction/fast flow) the initial patch of steady state is elongated into thin filaments and starts leaving the domain through either of the vortex sinks. Due to the rapid outflow relative to the reaction rate the steady state cannot respond to this loss by converting sufficient oscillating fluid elements into steady and eventually the whole domain returns to spatially homogeneous oscillations. In the large $D_{\text{a}}$ regime ($D_{\text{a}}=85$ or larger) (fast reaction/slow flow), the initial perturbation propagates much more rapidly, being able to balance the loss due to the outflow, and after a transient time a periodic response in the system is set up in which there are regions of both steady and oscillatory behavior. This is illustrated in the plot of the standard deviation $\sigma_{c_1}$ of the $c_1$ concentration field in Fig. 9. As a consequence of the Damköhler number multiplying the chemical dynamics the period of the oscillations decreases with the factor $D_{\text{a}}$.

FIG. 9. The standard deviation $\sigma_{c_1}$, defined by Eq. (18), plotted against $t$ obtained from the numerical integration of Eqs. (13) and (14), by replacing the sinusoidal shear flow with the open blinking vortex-sink system for $D_{\text{a}}=85$ ($\alpha=0.62$, $\beta=0.0001$, $D=1$, $Pe=10^4$, $dt=0.001$).

FIG. 10. Probability density function (pdf) of the concentration field $c_1$ sampled at time $t=15$ for $D_{\text{a}}=85$ after the balance between steady and oscillatory states has been reached ($\alpha=0.62$, $\beta=0.0001$, $D=1$, $Pe=10^4$, $dt=0.001$).

FIG. 11. Plots of the average concentration of $c_1$, defined by Eq. (19), against $t$ for the open blinking vortex-sink system starting at the (unstable) steady state perturbed by local oscillations for (a) $D_{\text{a}}=2.0$ and (b) $D_{\text{a}}=4.0$ ($\alpha=0.375$, $\beta=0.005$, $D=1$, $Pe=10^4$, $dt=0.001$).
which explains the very dense nature of the plot. In the inset a zoom in is given on a small time interval to show the periodic, period 2, response in the variance. By “binning” the \(c_1\) values from the whole domain sampled at any time instant after the transients had died away and plotting the corresponding probability density function (pdf), two clear peaks can be seen (Fig. 10 at \(\tau=15.0\)). The high peak represents the background oscillation which is the most widespread in the domain and the smaller peak represents the steady state \(c_1^{\text{ss}}\) = 0.2 confirming that the steady state and oscillations can co-exist in the 2D context as predicted by the 1D filament model.

The second scenario that we considered was the supercritical case, in which the system was at its spatially uniform (kinetically unstable) steady state with a small (central) region set to be oscillating. Our calculations for the 1D model, which includes flow effects, shows that the steady state is stable for smaller \(Da\), becoming unstable (and oscillatory) at a critical value of \(\tilde{Da}\), see Fig. 6 or expression (34). We find that this carries over into the 2D model, where we saw that, for smaller values of \(Da\), the oscillations died out and the system returned to the uniform steady state everywhere. Even though this state is unstable in the kinetic scheme, the relatively fast mixing allows this state to be maintained in the reactor. A similar result is obtained in Ref. [17] for an autocatalytic reaction. For larger values of \(Da\), the concentrations remain oscillatory within the filaments that develop in the flow. Thus, in this case, there are regions of both oscillatory (in the filaments) and steady (as background) responses. These two situations are illustrated in Fig. 11 with plots of \(c_1\), the average concentration defined by Eq. (19), against \(t\) for \(Da=2.0\) [Fig. 11(a)] and \(Da=4.0\) [Fig. 11(b)], for both figures \(\alpha=0.375\), \(\beta=0.005\), \(D=1.0\). Figure 11(a) shows the system returning to the steady state \(c_1^{\text{ss}}\) = 0.2, whereas Fig. 11(b) shows a sustained oscillations about this steady state, again showing behavior predicted by the 1D model.
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