Mental Representations and Consciousness Autumn Term 2001

A theory of implicit knowledge
1. What is a representation?

Psychologists frequently talk about representations; indeed, it is difficult to find a theory in psychology, certainly in cognitive psychology, that does not postulate the existence of some type of representation. But what is a representation? This question  sometimes takes psychologists by surprise, even though it is foundational (for an overview see Perner, 1991); it arouses considerable debate amongst philosophers, amongst whom the dust has not yet settled (see e.g. Dennett, 1987; Dretske, 1995; Fodor, 1990; Millikan, 1993). Consider an unambiguous case of a representation: A drawing of a house. In this case, and in general, a  representation consists of something physical (the representational medium, for example, paper and ink) that is about something else (the representational content, for example, a house). But how is it that an object  - paper and ink - can acquire meaning, a content? It may seem that the straightforward answer is: Because someone intends it to do so, they intend the drawing to mean a house.  This does seem a good answer for many artifacts, like schematic drawings. But the mechanism is too restrictive in its scope.  This answer – if it were the only answer -  would restrict mental representations to only those a person intended to have. Further, the thought that provided the intention in such a case could not itself be a representation, paradoxically it could not itself be about anything (unless it was intended, and so on). Thus, most of modern psychology (which largely deals with representations not consciously intended to represent anything) would be undermined.

How could, say, a pattern of firing of a group of neurons in a person represent a cat? You might suggest  - taking note of the way that neurophysiologists determine what a cell, or group of cells, code - that the pattern represents a cat if it is correlated with the presence of cats: Whenever you show a cat to the person, those neurons fire.  Unfortunately, this does not quite do; it does not allow the person to misrepresent. If he saw a skunk on a dark night, the same neurons might fire. On the correlation story he has not misrepresented the skunk as a cat; he has just correctly detected a cat-OR-skunk-on-a-dark-night. But representations can misrepresent and any theory of representation must allow for that.

Correlations between patterns of neural activity and cats arise in people due to an evolutionary or learning history that has selected that pattern of activity because of the function it performs in dealing with cats. One might say the pattern has the function of indicating cats; or the function of producing further internal or behavioural reactions appropriate for dealing with real or imagined cats. According to one dominant (and we think persuasive) approach in philosophy, representations represent something precisely because of the functional role they play. Thus, on Dretske’s (1988) approach, A represents B just in case A has the function of indicating B. For example, if a pattern of neuronal activity has the function of indicating cats, then it represents “cat”. If it fires because of a skunk on a dark night, then it has misrepresented the skunk as a cat. Function can be produced by evolution or learning; but it can also be fixed by intention. Thus, representations produced by intentions are just a special case of representations whose meanings are fixed (to the degree that they are fixed) by function.

This approach to representation shows the use of the word representation by psychologists, and cognitive scientists generally, is natural and appropriate. It indicates that monkeys' minds can represent the world, monkeys “thoughts” can have true meanings, even without the “intentions” of fully formed human minds; even fleas can represent the world in whatever way they do. Thus, this approach is consistent with the notion that minds – constituted of mental representations – are products of Darwinian evolution, that gradually over the aeons acquired the capacity to possess rich meanings and also endow artifacts (like words) with the rich meanings that they do (see Dennett, 1996, for a highly readable account; and Millikan, 1993, for a thorough account of the nature of representation).

It will be useful even at this early stage to indicate briefly the relation between representation and consciousness before coming back to this issue in more detail later (contrast our position to  Searle, 1990). Is there any reason why all representations should be conscious? Not at all, as the previous reference to fleas implies. Drawings of houses are not conscious either. Imagine building a robot to interact with the world, and the robot will be conscious of some aspects of his world. It may be useful to have the activity in some circuit have the function of indicating a particular internal or external state of affairs. There seems to be no a priori reason why the content of all such representations should constitute the content of the robot’s conscious experience. Perhaps the representation was useful simply temporarily to inform another process downstream of processing; or the problems it is used to solve are “local” problems that do not need to concern the processing system generally. In any case, the extent to which people have interesting unconscious representations is by this approach an open question, and an empirical question given a theory of consciousness.

The relationship between consciousness and representation may be partly open but the relationship is not one of complete independence. Last century Brentano (1874) argued that what distinguished the mental from the physical was that the mental was always about something (for example, a thought just has to be about something or it could not be a thought); physical objects  typically just sit there not being about anything at all. Unless we have a materialist explanation of why mental states can be about things, then we are pushed towards dualism. Functional theories of  representation show how a material object can become a representation without there being a mind to intend it so.  By exactly the same token, it shows how consciousness can be consciousness of without invoking special non-physical mind-stuff. On these accounts, the content of our consciousness is just the content of some representation (Tye, 1995), the “aboutness” arising because of the function of the states involved. A question is raised by this answer:  But what makes some representations conscious (when others are not)? We will provide an answer to this question later on.

Finally, note that the approach to representation we are advocating only requires that representations are defined by the ordinary English language use of the term: representations depict the world as being a certain way, that’s all. We don’t require that for something to be a representation it has to have other properties (necessary for at least some mental representations); for example, we don’t require that for something to be a representation it has to recombinable with other representations in a context-free way. Some representations have this property (English words and mental representations of concepts), and others do not. Activation patterns in a neural network can be representations. The weights in a neural network can also be representations: They have a function, defined by the fact that the neural network, including the learning algorithm by which it operates, evolved so that the weights would come to be brought into correspondence with relations in the environment. Thus, the weights represent, and can misrepresent, those relations.

 We have put together different functional theories of representation as one class ignoring their differences. We are not committed to one particular account and the interested reader should refer to the cited papers to get a fuller understanding of the different approaches. 

2. Implicit versus explicit representation.

According to the approach we have just described, if it is the function of state A in a representational medium to indicate B then A represents B. A has the function of indicating B partly because the state of A is used as information by the rest of the system to respond appropriately to B.  Now for A to indicate anything, for it to be used as information, requires that at a minimum that the representational medium can go into two states. For example, if A represents “cat”, then there should be one state for “cat” and another state for “not a cat” or “uncertain if cat or not-cat”. We will define the explicit content of a representation in the following way: Distinctions (e.g. cat/not-cat) are explicitly represented only if there are corresponding distinctions in the representational medium.  However, the explicit content of a representation rarely constitutes its entire content, as we will now begin to see.

A representation may express content that has a structure. But there is no reason why all the elements and relations in that structure must themselves be explicitly represented. Consider a device for distinguishing different animals. If you put a cat in front of its sensors, it goes into a “cat” state; if you put a dog there, it goes into a “dog” state, and so on. Thus, the distinction between cat and dog is explicitly represented, because differences in the device’s representational medium correspond to the different animals placed before it. But the full content expressed by the representation when the device goes into its “cat” state is more than just “cat”; rather the device is indicating (and has the function to indicate) at least that “this is a cat”. We could not say anything less, for example, that it only expresses knowledge of cat-ness, or of the concept of cat. The device can convey information that “this is a cat”, or “this is a dog” by going into different states. Yet, what are made explicit within the vocabulary of this device are only the properties of being-a-cat, being-a-dog, etc. That it is “this” rather than “that” object that is a cat is an element of the structure of the  expressed content, an element that helps constitute the meaning of the representation; it is, more generally, a necessary supporting fact for the representation to have the meaning it does. But there is no difference in the representational medium that corresponds to “this” rather than “that”.

Based on the foregoing logic, we will distinguish explicit representation from something that is only implicitly  represented in the following way: Any environmental feature or state of affairs that is not explicitly represented but forms part of the representational content is represented implicitly.

3. Implicit and explicit knowledge

What is it to have knowledge? First there is the content of the knowledge: A proposition, i.e. something that can be true or false. This usually involves predicating a property (e.g. “is bald”) to an individual (e.g. “the king of France”).
 Second, the content must be a fact at a given time. Third, there is a person (“I”) having an appropriate relationship to this proposition, i.e. a relationship of knowing rather than, for example,  wishing, guessing, considering or dreaming. 

A representation functioning as knowledge need not make all this structure explicit. The following does constitute a fully explicit representation of the knowledge that the present king of France is bald “I know (that it is a fact) that the present king of France is bald”. We will now consider ways in which a person may not represent this state of affairs fully explicitly. 

At one extreme, the person may explicitly represent only a property of a presented object or event. For example, when a person is flashed the word “butter”, during perception of the event they may not form an explicit representation of the full proposition “The word in front of me has the meaning butter”. Instead the meaning butter is activated but it is not predicated of any particular individual (i.e. “the word in front of me”). The representational medium contains no distinction that indicates different individuals. So the full content of the proposition is not made explicit.  But if the person reliably acts appropriately towards the stimulus (in a certain context) the representation is functioning as knowledge.  Thus, its status as knowledge, the fact that the feature applies to a particular individual (presented word) is implicitly represented, by our definition.  This is maximally implicit knowledge on our scheme.  Consider for example a blindsight patient presented with a square or a circle in their blind field. They can reliably indicate whether the object is a square or a circle, but provide no evidence that anything more than “square” or “circle” has been explicitly represented about the fact that it is a square or circle presented to them (e.g. Weiskrantz, 1988).

We suggest that under subliminal conditions only the properties of a stimulus (the kind of stimulus) get explicitly represented (e.g., the word ”butter”), not the fact that there is a particular stimulus event that is of that kind. This would be enough to influence indirect tests, in which no reference is made to the stimulus event (e.g., naming milk products), by raising the likelihood of responding with the subliminally presented stimulus (”butter” is listed as a milk product more often than without subliminal presentation). The stimulus word is not given as response to a direct test (e.g., Which word did I just flash?) because there is no representation of any word having been flashed. Performance on a direct test can be improved with instructions to guess, because this gives leave to treat the direct test like an indirect test, just saying what comes to mind first.


At the next stage of explicitness, the person represents the full content of the proposition (i.e. including the individual that the property is predicated to) and then represents the temporal context of the fact and whether indeed it is a fact or not. This extra representation of time and factuality may seem gratuitous, but it is important for explicit memory rather than mere implicit memory (which can be just be based on maximally implicit knowledge, where just a property is represented explicitly): To recollect the past one must represent the past events as having taken place in the past.


At the final stage of explicitness, one represents that one knows a particular proposition
.   For example, in the case of perception, the knowledge is based on seeing and the perceptual process may yield the representation “I see that (it is a fact that) the word in front of me is butter”. This representation would enable a person to confidently report on seeing the word butter; in other words it would enable conscious perception.  


We are now in a position to show that the various distinctions associated with the implicit-explicit distinction differ in the amount of explicit representation required. We will now show how our analysis of implicit/explicit knowledge clarifies why the implicit/explicit distinction has traditionally been brought into close contact with notions such as consciousness, procedural-declarative, verbalizability, and voluntariness-automaticity.

4. Consciousness


Our analysis reveals why explicit knowledge is often equated with conscious knowledge.  What would make the perception of the word in front of you being butter a conscious perception? In general, under what conditions is a mental state (sensation, thought, desire, etc) a conscious mental state? We will answer this question by reference to the higher order thought theory of consciousness (e.g. Armstrong, 1980; Rosenthal, 1986, 2000a,b,c; Carruthers, 1992, in press), in particular Rosenthal's higher order thought theory, a philosophical theory of consciousness we find appealing for its simplicity and elegance. In order to have an account of a mental state, like a thought, being conscious, we need to consider the logical possibility of thoughts being unconscious, so we can consider what would make the mental state conscious independently of simply being a mental state. That is, to say that someone is thinking, we should not presume that they must be consciously thinking; they could be unconsciously thinking. With that proviso in mind, we can consider how we become conscious of events and things. In general, I can be conscious of things in two ways; by perception and by thinking. I can be conscious of a problem by thinking about a problem; I can be conscious of you by seeing you or just by thinking about you being there. If we flash a person either the word "butter" or the word "grass", and they can later make a forced choice discrimination above chance about the identity of the word, we can say he is conscious of the word because he saw the word. But by "conscious of the word" we do not necessarily mean consciously aware of the word or that he beheld the word with a conscious mental state. In a sense he is conscious of the word; but the seeing itself need not be a conscious mental state. For a mental state to be a conscious mental state, we should be conscious of the mental state. We could not claim that a person has a conscious mental state, and also claim that the person is not conscious of being in the mental state. According to Rosenthal, the relevant way of being conscious of the mental state is to have a thought about the mental state. For example, if the mental state is seeing that the word is butter, one becomes conscious of the mental state by thinking  "I see that the word is butter"; because the state of affairs of the word being butter is now beheld with a conscious mental state, the person is consciously aware of the word being butter.

 In general, according to these theories, it is a necessary and sufficient condition for consciousness of a fact that I entertain a second order thought that represents the first order mental state (in the example, the first order mental state is seeing the banana; the second order thought is representing that I am seeing the banana)
.   But this is just the same as our requirement for knowledge to be fully explicit: The person must represent that they know (for example by seeing) that the banana is yellow. We think this is consistent with the everyday notion of conscious knowledge: For knowledge to be conscious knowledge we must know that we know it. For example, imagine a blindsight patient who sincerely claims they are not conscious of anything, but if forced to guess they may correctly and reliably say "circle".  It seems entirely congruent with the normal use of language to call such knowledge unconscious knowledge. The patient must have represented "circle" (making the property explicit) or even "the object is a circle" (making a proposition explicit), but that knowledge was not conscious because the higher-order representation "I see that the object is a circle" was not formed.

There is one caveat to identifying "knowing that one knows" with a higher-order thought of higher-order thought theory.  Rosenthal requires the higher order thought to be an occurrent thought. Thus, if by knowing we just meant a disposition of the right sort (which is how the word is often used), knowing that one knows p would not in itself produce a conscious mental state about p. But in our framework we require fully explicit knowledge to be occurrently represented "I know that p"; by Rosenthal's higher order thought theory, the fully explicit representation does indeed imply consciousness of p. 

Higher-order thought theory is not just a theory of "reflective consciousness".  It might be thought that a theory of having thoughts about thoughts is just a theory about the sort of conscious experiences one has when one knowingly reflects on one's experiences; perhaps, in the absence of higher order thoughts, there is a direct consciousness of events that is simply not reflective. By the same token, some may argue (e.g. compare Dulany, 1997) that implicit knowledge provides a direct consciousness or sense of a feature or event (e.g. a sense of a yellow banana), and having fully explicit knowledge of, for example, the banana being yellow just provides an extra "reflective consciousness" of the banana being yellow. In fact, higher order thought theory is a theory of the conditions under which a person is consciously aware of anything, reflectively or otherwise. The second-order thought "I see that the banana is yellow" makes one consciously aware of the banana being yellow, but it does not make one aware of the second-order thought. In order to be aware of seeing that the banana is yellow (i.e. in order to have reflective consciousness of the banana being yellow) there must be a third-order thought e.g.  "I know that I see that the banana is yellow". In that case, the person is aware of the experience as a visual experience that they themselves have. So a second order thought is always necessary for conscious awareness of an event; likewise, fully explicit knowledge is necessary for any knowledge to be conscious knowledge. For a person to knowingly reflect on their experiences, at least third order thoughts are necessary.
5.  Procedural versus declarative

The procedural-declarative distinction confounds two separate distinctions: A procedural-non-procedural one (knowledge that is or is not contained in a procedure) and declarative-non-declarative. A declarative representation declares what is the case. That is, a declarative representation explicitly represents a property predicated of an individual and represents that this is a fact. A procedural representation need not (but could) represent the individual or the factuality of the knowledge.


Verbal communication proceeds by identifying an individual and then providing further information about this individual; it also can explicitly identify the status of the claim as knowledge, as a wish, etc.  For this reason, procedural nondeclarative knowledge is nonverbalizable.

6. Voluntary control


Voluntary or intentional control of knowledge means that one can use it intentionally. That is, one typically represents that one wants to use that knowledge. One needs to reference the content as something to be desired and not, for example, as an existing fact. Thus, the factuality (or otherwise) of the content of the knowledge must be made explicit. This analysis shows why the common notion that voluntary control is associated with explicitness is justified. (More on this in later lectures.)







� This is true, even of procedural knowledge. A procedure is of the general form “If condition X, then action Y”. In a calculator, it may be: If “5 X 6” then show “30”.  The property of being 30 is predicated of the result of the operation 5 X 6.  Note also that detailed perceptual  properties can be predicated of individuals.





� It is the fact that the person can reliably identify the actually presented word (when e.g. given leave to guess) that entitles us to say the person has knowledge, and therefore allows us to talk about implicit knowledge. It is only in an appropriate supporting context that the representation functions as knowledge of a particular event. Nonetheless, we will loosely refer to the representation as providing implicit knowledge in all contexts. In many cases (e.g. Bridgeman, 1991; see Dienes & Perner, 1999), the visual system  evolved the use of such (implicit) representations precisely because of their role in such supporting contexts, and so the proper function of the representation is indeed knowledge.


� In order to explicitly represent that one knows a fact, one has to explicitly represent that: One has a representation of the fact, that the representation is accurate, that it is judged as accurate, and that it was caused by a generally reliable process.


� Of course, there is philosophical controversy about whether this characterisation can capture the whole phenomenon of consciousness or just an aspect of it. The subjective feel of conscious experiences (phenomenal consciousness) is sometimes distinguished from access consciousness. Our concern and that of most cognitive sciences would be merely a case of "access consciousness" or "monitoring consciousness". There are, however, some interesting arguments to the effect that second order mental states are necessary and sufficient for subjective feel (e.g., Carruthers, 1996, 2000; Rosenthal, 2000).








