A theory of the implicit nature of implicit learning

Zoltán Dienes



Josef Perner

University of Sussex


University of Salzburg

In French, R M  & Cleeremans, A. (Eds), Implicit Learning and Consciousness: An Empirical, Philosophical, and Computational Consensus in the Making? Psychology Press, 2002.

Introduction


In this chapter we will establish what it is for something to be implicit. The approach to implicit knowledge is taken from Dienes and Perner (1999) and Perner and Dienes (1999), which relates the implicit-explicit distinction to knowledge representations.  To be clear about exactly what our claims are we will first discuss what a representation is. Then we will define what it is for a representation to represent something implicitly or explicitly and apply those concepts to knowledge. Next we will show how maximally explicit knowledge is naturally associated with consciousness, how some degree of explicitness is needed for voluntary control and thus how increasing explicitness is associated with increasing metacognitive abilities. We will then review evidence indicating the extent of people’s implicit knowledge in a standard implicit learning paradigm, namely the artificial grammar learning paradigm. This review will indicate that people’s relative lack of metaknowledge justifies the claim that people have acquired genuinely implicit knowledge.

1. What is a representation?

Psychologists frequently talk about representations; indeed, it is difficult to find a theory in psychology, certainly in cognitive psychology, that does not postulate the existence of some type of representation. But what is a representation? This question  sometimes takes psychologists by surprise, even though it is foundational (for an overview see Perner, 1991); it arouses considerable debate amongst philosophers, amongst whom the dust has not yet settled (see e.g. Dennett, 1987; Dretske, 1995; Fodor, 1990; Millikan, 1993). Consider an unambiguous case of a representation: A drawing of a house. In this case, and in general, a  representation consists of something physical (the representational medium, for example, paper and ink) that is about something else (the representational content, for example, a house). But how is it that an object  - paper and ink - can acquire meaning, a content? It may seem that the straightforward answer is: Because someone intends it to do so, they intend the drawing to mean a house.  This does seem a good answer for many artifacts, like schematic drawings. But the mechanism is too restrictive in its scope.  This answer – if it were the only answer -  would restrict mental representations to only those a person intended to have. Further, the thought that provided the intention in such a case could not itself be a representation, paradoxically it could not itself be about anything (unless it was intended, and so on). Thus, most of modern psychology (which largely deals with representations not consciously intended to represent anything) would be undermined.

How could, say, a pattern of firing of a group of neurons in a person represent a cat? You might suggest  - taking note of the way that neurophysiologists determine what a cell, or group of cells, code - that the pattern represents a cat if it is correlated with the presence of cats: Whenever you show a cat to the person, those neurons fire.  Unfortunately, this does not quite do; it does not allow the person to misrepresent. If he saw a skunk on a dark night, the same neurons might fire. On the correlation story he has not misrepresented the skunk as a cat; he has just correctly detected a cat-OR-skunk-on-a-dark-night. But representations can misrepresent and any theory of representation must allow for that.

Correlations between patterns of neural activity and cats arise in people due to an evolutionary or learning history that has selected that pattern of activity because of the function it performs in dealing with cats. One might say the pattern has the function of indicating cats; or the function of producing further internal or behavioural reactions appropriate for dealing with real or imagined cats. According to one dominant (and we think persuasive) approach in philosophy, representations represent something precisely because of the functional role they play. Thus, on Dretske’s (1988) approach, A represents B just in case A has the function of indicating B. For example, if a pattern of neuronal activity has the function of indicating cats, then it represents “cat”. If it fires because of a skunk on a dark night, then it has misrepresented the skunk as a cat. Function can be produced by evolution or learning; but it can also be fixed by intention. Thus, representations produced by intentions are just a special case of representations whose meanings are fixed (to the degree that they are fixed) by function.

This approach to representation shows the use of the word representation by psychologists, and cognitive scientists generally, is natural and appropriate. It indicates that monkeys' minds can represent the world, monkeys “thoughts” can have true meanings, even without the “intentions” of fully formed human minds; even fleas can represent the world in whatever way they do. Thus, this approach is consistent with the notion that minds – constituted of mental representations – are products of Darwinian evolution, that gradually over the aeons acquired the capacity to possess rich meanings and also endow artifacts (like words) with the rich meanings that they do (see Dennett, 1996, for a highly readable account; and Millikan, 1993, for a thorough account of the nature of representation).

It will be useful even at this early stage to indicate briefly the relation between representation and consciousness before coming back to this issue in more detail later (contrast our position to  Searle, 1990). Is there any reason why all representations should be conscious? Not at all, as the previous reference to fleas implies. Drawings of houses are not conscious either. Imagine building a robot to interact with the world, and the robot will be conscious of some aspects of his world. It may be useful to have the activity in some circuit have the function of indicating a particular internal or external state of affairs. There seems to be no a priori reason why the content of all such representations should constitute the content of the robot’s conscious experience. Perhaps the representation was useful simply temporarily to inform another process downstream of processing; or the problems it is used to solve are “local” problems that do not need to concern the processing system generally. In any case, the extent to which people have interesting unconscious representations is by this approach an open question, and an empirical question given a theory of consciousness.

The relationship between consciousness and representation may be partly open but the relationship is not one of complete independence. Last century Brentano (1874) argued that what distinguished the mental from the physical was that the mental was always about something (for example, a thought just has to be about something or it could not be a thought); physical objects  typically just sit there not being about anything at all. Unless we have a materialist explanation of why mental states can be about things, then we are pushed towards dualism. Functional theories of  representation show how a material object can become a representation without there being a mind to intend it so.  By exactly the same token, it shows how consciousness can be consciousness of without invoking special non-physical mind-stuff. On these accounts, the content of our consciousness is just the content of some representation (Tye, 1995), the “aboutness” arising because of the function of the states involved. A question is raised by this answer:  But what makes some representations conscious (when others are not)? We will provide an answer to this question later on.

Finally, note that the approach to representation we are advocating only requires that representations are defined by the ordinary English language use of the term: representations depict the world as being a certain way, that’s all. We don’t require that for something to be a representation it has to have other properties (necessary for at least some mental representations); for example, we don’t require that for something to be a representation it has to recombinable with other representations in a context-free way. Some representations have this property (English words and mental representations of concepts), and others do not. Activation patterns in a neural network can be representations. The weights in a neural network can also be representations: They have a function, defined by the fact that the neural network, including the learning algorithm by which it operates, evolved so that the weights would come to be brought into correspondence with relations in the environment. Thus, the weights represent, and can misrepresent, those relations.

 We have put together different functional theories of representation as one class ignoring their differences. We are not committed to one particular account and the interested reader should refer to the cited papers to get a fuller understanding of the different approaches. 

2. Implicit versus explicit representation.

According to the approach we have just described, if it is the function of state A in a representational medium to indicate B then A represents B. A has the function of indicating B partly because the state of A is used as information by the rest of the system to respond appropriately to B.  Now for A to indicate anything, for it to be used as information, requires that at a minimum that the representational medium can go into two states. For example, if A represents “cat”, then there should be one state for “cat” and another state for “not a cat” or “uncertain if cat or not-cat”. We will define the explicit content of a representation in the following way: Distinctions (e.g. cat/not-cat) are explicitly represented only if there are corresponding distinctions in the representational medium.  However, the explicit content of a representation rarely constitutes its entire content, as we will now begin to see.

A representation may express content that has a structure. But there is no reason why all the elements and relations in that structure must themselves be explicitly represented. Consider a device for distinguishing different animals. If you put a cat in front of its sensors, it goes into a “cat” state; if you put a dog there, it goes into a “dog” state, and so on. Thus, the distinction between cat and dog is explicitly represented, because differences in the device’s representational medium correspond to the different animals placed before it. But the full content expressed by the representation when the device goes into its “cat” state is more than just “cat”; rather the device is indicating (and has the function to indicate) at least that “this is a cat”. We could not say anything less, for example, that it only expresses knowledge of cat-ness, or of the concept of cat. The device can convey information that “this is a cat”, or “this is a dog” by going into different states. Yet, what are made explicit within the vocabulary of this device are only the properties of being-a-cat, being-a-dog, etc. That it is “this” rather than “that” object that is a cat is an element of the structure of the  expressed content, an element that helps constitute the meaning of the representation; it is, more generally, a necessary supporting fact for the representation to have the meaning it does. But there is no difference in the representational medium that corresponds to “this” rather than “that”.

Based on the foregoing logic, we will distinguish explicit representation from something that is only implicitly  represented in the following way: Any environmental feature or state of affairs that is not explicitly represented but forms part of the representational content is represented implicitly.


These definitions correspond in part to the everyday use of the terms explicit and implicit, as applied to linguistic expressions, but they are not synonymous with their everyday uses.  Declaring that “Gerry is a bird” conveys explicitly that Gerry is a bird. If, for a community of people, being an animal is necessary to the meaning of being a bird, then Gerry’s animal-hood has been conveyed implicitly. The implication is a necessary supporting fact for the sentence to have the meaning it does. But there is nothing in the representation – the sentence -  that has the function of indicating the precise distinction of animal vs not-animal. That is why the distinction is conveyed only implicitly. On the other hand, Euclid’s axioms may imply many geometric theorems, but, by our (stipulative) definition, those theorems are not implicitly represented by the axioms. The theorems are not part of the meaning of the axioms; a geometer may believe a false theorem and not believe a true theorem without loosing his right to claim he understands the meaning of the axioms. Declaring “Bill is a bachelor” explicitly represents Bill is a bachelor; it implicitly represents that Bill is male (given that being a male is necessary to the meaning of being a bachelor). It does not implicitly represent that Bill is made of DNA, because a person can deny that Bill has any DNA in him without loosing the right to say one understands the word bachelor.


Note that our definitions of implicit/explicit help motivate what follows in our story, but if you do not buy this approach to defining explicit/implicit,  the next part of our story can still be largely accepted, suitably adjusted. We believe, however, that our definitions are useful because they unify the multifarious uses of the implicit/explicit distinction in the psychological literature (see Dienes & Perner, 1999).

3. Implicit and explicit knowledge

What is it to have knowledge? First there is the content of the knowledge: A proposition, i.e. something that can be true or false. This usually involves predicating a property (e.g. “is bald”) to an individual (e.g. “the king of France”).
 Second, the content must be a fact at a given time. Third, there is a person (“I”) having an appropriate relationship to this proposition, i.e. a relationship of knowing rather than, for example,  wishing, guessing, considering or dreaming. 

A representation functioning as knowledge need not make all this structure explicit. The following does constitute a fully explicit representation of the knowledge that the present king of France is bald “I know (that it is a fact) that the present king of France is bald”. We will now consider ways in which a person may not represent this state of affairs fully explicitly. 

At one extreme, the person may explicitly represent only a property of a presented object or event. For example, when a person is flashed the word “butter”, during perception of the event they may not form an explicit representation of the full proposition “The word in front of me has the meaning butter”. Instead the meaning butter is activated but it is not predicated of any particular individual (i.e. “the word in front of me”). The representational medium contains no distinction that indicates different individuals. So the full content of the proposition is not made explicit.  But if the person reliably acts appropriately towards the stimulus (in a certain context) the representation is functioning as knowledge.  Thus, its status as knowledge, the fact that the feature applies to a particular individual (presented word) is implicitly represented, by our definition.  This is maximally implicit knowledge on our scheme.  Consider for example a blindsight patient presented with a square or a circle in their blind field. They can reliably indicate whether the object is a square or a circle, but provide no evidence that anything more than “square” or “circle” has been explicitly represented about the fact that it is a square or circle presented to them (e.g. Weiskrantz, 1988).

We suggest that under subliminal conditions only the properties of a stimulus (the kind of stimulus) get explicitly represented (e.g., the word ”butter”), not the fact that there is a particular stimulus event that is of that kind. This would be enough to influence indirect tests, in which no reference is made to the stimulus event (e.g., naming milk products), by raising the likelihood of responding with the subliminally presented stimulus (”butter” is listed as a milk product more often than without subliminal presentation). The stimulus word is not given as response to a direct test (e.g., Which word did I just flash?) because there is no representation of any word having been flashed. Performance on a direct test can be improved with instructions to guess, because this gives leave to treat the direct test like an indirect test, just saying what comes to mind first.


At the next stage of explicitness, the person represents the full content of the proposition (i.e. including the individual that the property is predicated to) and then represents the temporal context of the fact and whether indeed it is a fact or not. This extra representation of time and factuality may seem gratuitous, but it is important for explicit memory rather than mere implicit memory (which can be just be based on maximally implicit knowledge, where just a property is represented explicitly): To recollect the past one must represent the past events as having taken place in the past.


At the final stage of explicitness, one represents that one knows a particular proposition
.   For example, in the case of perception, the knowledge is based on seeing and the perceptual process may yield the representation “I see that (it is a fact that) the word in front of me is butter”. This representation would enable a person to confidently report on seeing the word butter; in other words it would enable conscious perception.  


We are now in a position to show that the various distinctions associated with the implicit-explicit distinction differ in the amount of explicit representation required, and thus we will show how the implicit/explicit distinction is essentially related to metacognition. We will now show how our analysis of implicit/explicit knowledge clarifies why the implicit/explicit distinction has traditionally been brought into close contact with notions such as consciousness, procedural-declarative, verbalizability, and voluntariness-automaticity; then we will consider its relation to metacognition.

4. Consciousness


Our analysis reveals why explicit knowledge is often equated with conscious knowledge.  According to philosophers who subscribe to the higher order thought theory (e.g. Rosenthal, 1986;  see also Carruthers, 1996), a conscious mental state is conscious by virtue of having a thought about that mental state. This follows from the fact that a  mental state is a conscious mental state if we are conscious of that mental state.  And, according to Rosenthal,  the relevant way of being conscious of the mental state is to have a thought about the mental state. For example, if the mental state is seeing that the banana in my hand is yellow, one becomes consciously aware of the banana being yellow by thinking  "I see that the banana is yellow". That is, simply thinking “the banana is yellow” does not in itself make you conscious of the thought that the banana is yellow; you have to have a higher order thought about the first order mental state (“I am seeing that the banana is yellow”).  It is this higher order thought that enables you to behold that the banana is yellow with a conscious mental state; that is, that enables you to be consciously aware that the banana is yellow.

 In general, according to these theories, it is a necessary and sufficient condition for conscious awareness of a fact that I entertain a second order thought that represents the first order mental state (in the example, the first order mental state is seeing the banana; the second order thought is representing that I am seeing the banana)
.   But this is just the same as our requirement for knowledge to be fully explicit: The person must represent that they know (for example by seeing) that the banana is yellow. We think this is consistent with the everyday notion of conscious knowledge: For knowledge to be conscious knowledge we must know that we know it. For example, imagine a blindsight patient who sincerely claims they are not conscious of anything, but if forced to guess they may correctly and reliably say "circle".  It seems entirely congruent with the normal use of language to call such knowledge unconscious knowledge. The patient must have represented "circle" (making the property explicit) or even "the object is a circle" (making a proposition explicit), but that knowledge was not conscious because the higher-order representation "I see that the object is a circle" was not formed.

There is one caveat to identifying "knowing that one knows" with a higher-order thought of higher-order thought theory.  Rosenthal requires the higher order thought to be an occurrent thought. Thus, if by knowing we just meant a disposition of the right sort (which is how the word is often used), knowing that one knows p would not in itself produce a conscious mental state about p. But in our framework we require fully explicit knowledge to be occurrently represented "I know that p"; by Rosenthal's higher order thought theory, the fully explicit representation does indeed imply consciousness of p. 

Higher-order thought theory is not just a theory of "reflective consciousness".  It might be thought that a theory of having thoughts about thoughts is just a theory about the sort of conscious experiences one has when one knowingly reflects on one's experiences; perhaps, in the absence of higher order thoughts, there is a direct consciousness of events that is simply not reflective. By the same token, some may argue (e.g. compare Dulany, 1997) that implicit knowledge provides a direct consciousness or sense of a feature or event (e.g. a sense of a yellow banana), and having fully explicit knowledge of, for example, the banana being yellow just provides an extra "reflective consciousness" of the banana being yellow. In fact, higher order thought theory is a theory of the conditions under which a person is consciously aware of anything, reflectively or otherwise. The second-order thought "I see that the banana is yellow" makes one consciously aware of the banana being yellow, but it does not make one aware of the second-order thought. In order to be aware of seeing that the banana is yellow (i.e. in order to have reflective consciousness of the banana being yellow) there must be a third-order thought e.g.  "I know that I see that the banana is yellow". In that case, the person is aware of the experience as a visual experience that they themselves have. So a second order thought is always necessary for conscious awareness of an event; likewise; fully explicit knowledge is necessary for any knowledge to be conscious knowledge. For a person to knowingly reflect on their experiences, at least third order thoughts are necessary.
5.  Procedural versus declarative

The procedural-declarative distinction confounds two separate distinctions: A procedural-non-procedural one (knowledge that is or is not contained in a procedure) and declarative-non-declarative. A declarative representation declares what is the case. That is, a declarative representation explicitly represents a property predicated of an individual and represents that this is a fact. A procedural representation need not (but could) represent the individual or the factuality of the knowledge.


Verbal communication proceeds by identifying an individual and then providing further information about this individual; it also can explicitly identify the status of the claim as knowledge, as a wish, etc.  For this reason, procedural nondeclarative knowledge is nonverbalizable.


Our framework shows why declarative knowledge is often associated with conscious knowledge and procedural knowledge is often associated with unconscious knowledge. Declarative knowledge must, by definition explicitly represent factivity; procedural knowledge need not be so explicit.  But although declarative knowledge must be explicit to the level of factivity, it need not be fully explicit. This raises the question whether there could be declarative knowledge which has not been made fully explicit and thus is not conscious. It may be that as a matter of  brute empirical fact this does not happen: Whenever a proposition p has been represented as a fact for the system, it is automatically tokened as something the system knows (Gordon, 1995, calls this an "ascent routine"). But there may be ways by which this normal "ascent" can be inhibited, leading to possible unconscious declarative representations, discussed in the next section.


Conversely, could there be cases of conscious procedural knowledge? Tzelgov, Ganor, and Yehene (1999) argued that all automatic (procedural) processing results in conscious representations. For example, in a standard Stroop task in which a subject is shown a list of colour words in different colours, and the task is to report the colour of the ink, the subject automatically perceives the meaning of the word (even if he does not want to) and is conscious of the word. This is indeed a case of procedural knowledge producing conscious experiences, by producing a fully explicit representation of the perception of the meaning of the word. As our framework makes clear, there can also be cases of automatic procedural knowledge producing unconscious representations: For example, the Stroop effects investigated by Cheesman and Merikle (1984) and Merikle and Joordens (1997). In Cheesman and Merikle, subjects declared that they were literally guessing about whether a word had been presented, but the word still produced Stroop effects.  But regardless of whether people are conscious of the word, the issue is whether the procedural knowledge itself - i.e. the connection between condition and action that it represents, rather than just the final representation it produces -  is conscious, and clearly it is not in this case. The procedural knowledge itself only represents regularities of the relevant sort (perhaps binding values to variables and thereby making predication explicit) but it is not represented as something that could be a fact (or not) or as something towards which the person could have an attitude of knowing (or any other attitude). Thus, it is unconscious. To some, this would be an illustration of the old maxim that contents are conscious and processes are not (e.g. Nisbett and Wilson, 1977). However, if by contents the maxim means anything with representational content, then, the maxim is false. Procedures are about things, and the procedure itself may represent regularities in the world. Thus, it has content but it is not a conscious content, and our framework shows how something with content (a representation) can be unconscious. 

Are there any cases of procedural knowledge itself being conscious? An example may be intentions controlling an ongoing action (what Searle, 1983, called an intention-in-action). The intention may represent the input conditions, the action, and the outcome, and the link between all of them. Further, an intention is not like an inert declarative representation of the same information; it is actually part of the process by which something is done. A conscious intention-in-action is conscious procedural knowledge, itself relying on other unconscious procedures implementing actions at a lower level. Intention and voluntary control will be discussed in the next section.

Procedural knowledge is at least sometimes unconscious, and is capable at least sometimes of producing unconscious knowledge.  Procedural knowledge can also operate on unconscious representations. For example, Reed, McLeod, and Dienes (2000) found that people who use a type of perceptual information in a servo-mechanism to control their ball-catching behaviour consistently misdescribed the contents of that perceptual information; that is, the information available consciously contradicted the unconscious information used procedurally.

6. Voluntary control


Voluntary or intentional control of knowledge means that one can use it intentionally. That is, one needs to represent that one wants to use that knowledge. One needs to reference the content as something to be desired and not, for example, as an existing fact. Thus, the factuality (or otherwise) of the content of the knowledge must be made explicit. This analysis shows why the common notion that voluntary control is associated with explicitness is justified.


Perner (1998, in press) presented a dual control model of action, in which there are two levels of control, content control and vehicle control. Control of action can occur at the level of representational content: An action schema comes to control behaviour because its goal has been represented as something desired; or an action schema is inhibited because the goal is represented as something not desired. In content control, the representation of the goal causes the relevant action schema to control behaviour, regardless of the existing strength of associative links between current actual conditions and particular actions.  In contrast to content control, control of action can occur simply at the level of representational vehicle: An action schema comes to control behaviour simply because there are strong associative links between current actual conditions - the schema's triggering conditions - and the action. In this case, the action schema that controls behaviour is the one with most activation, and here activation is a property of the representational vehicle:  The activation does not represent the goal of the schema, it just determines the probability with which it will control behaviour. For example, consider driving from work to the supermarket and the route taken is in part the same as the more normal route from work to back home. If one did not have active the goal of going to the supermarket at a crucial juncture (so content control fails) one would end up driving home (vehicle control determines behaviour; no explicit representation of a goal is needed).


Some tasks necessarily involve content control, for example, inhibiting normal reactions in order to do something novel in a situation. In such situations good performance is only possible by representing the content of the goal as something that is needed  and is therefore not actually a fact. So the goal state must be represented declaratively. Normally, there is an ascent from declarative knowledge to a relevant higher order thought.  Thus, content control is normally associated with conscious intentions. Conversely, vehicle control does not require conscious intentions. For example, Debner and Jacoby (1994)  flashed a word to subjects and then asked them to complete a word stem with anything EXCEPT the word that had been flashed. The conscious intention to not use that word could inhibit the action schema responsible for completing with that word and allow other action schemata to control behaviour. Thus, for words flashed for a long enough duration, stems were completed with those words at below baseline levels. However, if words were flashed very quickly, they were not consciously perceived, no conscious intention could be formed that inhibited their normal use, and an action schema was chosen simply based on which became activated most strongly by the triggering stem. That is, only vehicle control was possible. In this situation, subjects completed stems with the flashed words at above baseline levels. (Of course, control occurs in the context of a hierarchy of goals; even vehicle control is relative to this context. Subjects would have had content control of the general action "complete the stem with some word".)


Content control only actually requires declarative representation; it does not require full explicitness, so it does not actually require conscious representations of goals. Hypnosis (and related psychopathological states like hysteria) provide a possible case where the ascent from representation of factivity to the representation of a mental state is inhibited; i.e. hypnosis may be a case of unconscious declarative representations and unconscious content control. Sheehan and McConkey (1982) and Spanos (e.g. 1986) have emphasized the strategic goal-directed nature of hypnotic responding. A subject can be given a suggestion to count but always miss out the number "4". The inhibition of normal associations are required, so content control is required. Nonetheless, susceptible subjects will respond successfully to the suggestion (counting "1,2,3,5,6,…"), all the while affirming their ignorance that they are doing anything strange. Similarly, Spanos, Radtke, and Dubreuil (1982; cited in Spanos, 1986) found that highly susceptible subjects suggested to forget certain words in any type of task given to them produced those words at a below baseline level in a word association test. This performance again calls for content control because the existing associations that would be produced by vehicle control must be suppressed. In general, virtually any arbitrary behaviour can be hypnotically suggested despite the fact that such behaviour might be novel to the person; it is highly plausible that many hypnotic responses are under content control. Yet highly susceptible subjects claim that their actions do not feel like normal consciously controlled actions; they seem strangely involuntary. And indeed they would seem involuntary if one had not represented the relevant goals as things to which the "I" had a mental-state relation (Kihlstrom, 1997), i.e. if ascent from explicit representation of  factivity to full explicitness had been inhibited
.

7. Implicit/explicit and metacognition 


We can now see the relation between metacognition and implicit/explicit knowledge. Metacognition consists of monitoring and control (Nelson & Narens, 1990). In terms of monitoring implicit knowledge, the learning and perceptual processes producing implicit knowledge do not yield representations that a piece of knowledge is known or that something has been seen: The person lacks direct knowledge that these cognitive processes have produced particular knowledge contents. In terms of metacognition as control, control of implicit knowledge is also difficult. That is, implicit processes are essentially related to a lack of metacognition.


Our capacity for metacognition is greatest for those processes that have a self-referential aspect to their representations. For example, consider looking at the word in front of you.  If the only representation formed was “the word in front of me is butter” you would not have the experience of seeing that the word in front of you is butter. You would not be aware of seeing anything because the representation "the word in front of me is butter" does not constitute a higher-order thought about seeing.  If however you are forced to guess, the representation that has been formed (“the word in front of me is butter”), although it is in itself unconscious, may under some conditions be engaged by the further processes brought into play by the attempt to guess.  You might guess “butter”; that is, form the representation ‘I guess that the word in front of me was “butter”’, making the information conscious, but not conscious as a visual experience, just as a guess. You may then as an explicit act of inference conclude that you saw that the word was butter, and thereby gain some metacognitive awareness of the seeing process. But metacognition comes most directly when it is not experienced as an act of inference. The normal act of seeing the word butter creates not just the representation ‘the word in front of me is “butter”’. The act of seeing creates the representation ’I know that (“butter” is the word in front of me and this knowledge comes directly from seeing the word in front of me).’ This representation constitutes the experience of seeing, rather than simply guessing (cf Searle, 1983).  Knowledge that it is seeing (i.e. a metacognitive awareness about  seeing and its products) comes directly from the process of seeing itself.


Similar considerations apply to memory (Searle, 1983). One might infer, on the basis of familiarity that a certain to-be-recognized word was on the list; as an act of inference one might represent ‘I know that the word “butter” was on the list’. Contrast this with recollective experience. In order to ensure a true episodic memory the encoding has to be self-referential: ‘I know that (”butter” was on the list and this knowledge comes directly from my past experience of the list)’.  In this case, knowledge that one is dealing with a memory comes not as an experience of inference but is a result of the memorial process itself.


In summary, people’s metacognitive abilities are least for knowledge that is fully implicit; present in some degree when inferences are used (e.g. based on familiarity of terms in the test question); and fully present for those outputs automatically represented as coming from the process that produced them by the act of producing them.

8. Implicit learning.


We will now see how to apply this notion of implicitness to the phenomenon of implicit learning. Implicit learning is a type of  learning resulting in knowledge which is not labelled as knowledge by the act of learning itself. Implicit learning is associative learning of the sort carried out by first-order connectionist network. Explicit learning is carried out by mechanisms that label the knowledge as knowledge by the very act of inducing it; a prototypical type of explicit learning is hypothesis testing. To test and confirm a hypothesis is to realize why it is knowledge. Thus, explicit learning produces conscious fully-explicit knowledge; implicit learning is learning that produces knowledge we do not know about. 


Participants in an implicit learning experiment are quite capable of analyzing their responses and experiences, drawing inferences about what knowledge they must have. These explicit learning mechanisms, when applied to implicit knowledge, can lead to the induction of explicit knowledge; i.e. some capacity for metacognition, for a feeling of knowing, but only as an act of inference. The knowledge produced by the implicit learning mechanisms is in itself unconscious.

The paradigm explored most thoroughly in the implicit learning literature is artificial grammar learning (see e.g. Reber, 1989).  In a typical study, participants first memorize grammatical strings of letters generated by a finite-state grammar. For example, subjects may see strings like "MSVVX", "STVM", and so on. Then they are informed of the existence of the complex set of rules that constrains letter order (but not what they are), and are asked to classify grammatical and nongrammatical strings. Typically, participants can classify novel strings significantly above chance (e.g. 60-70%). This basic finding has been replicated many times. So participants clearly acquire some knowledge of the grammar under these incidental learning conditions, but is this knowledge implicit?


To clarify  how explicitly participants can reflect on their knowledge it is necessary to be clear about what piece of knowledge participants may be reflecting on. We distinguish two different domains of knowledge. The first we call grammar rules.  These are the general rules of the grammar that the participant has induced; e.g. "M can be  followed by T".  The second domain pertains to the ability to make grammaticality judgements. This arises when the grammar rules are being applied to a particular string and it pertains to the knowledge of whether one can judge the grammaticality of the given test string independently of any knowing that one knows the rules one brings to bear for making this judgement. 


Various relationships between the knowledge of rules and grammaticality judgements are possible. Reber (e.g.1989) showed that people do not use the rules to respond deterministically; that is, when retested with the same string, participants often respond with a different answer. Extending this argument, Dienes, Kurz, Bernhaupt, and Perner (1997) argued the data best support the claim that participants match the probability of endorsing a string as grammatical to the extent to which the input string satisfies the learned grammatical constraints, and that this probability varies continuously between different strings. Learning increases the probability of saying ”grammatical” to some  strings and decreases it for other strings, depending on the extent to which the string matches the subject’s developing grammar. Furthermore, we will presume this happens because a learning mechanism (we suggest a connectionist one)  has evolved in people that was selected precisely because under the conditions of use in its evolutionary environment the mechanism tended to produce correct responses. This means that the probabilities actually imply the epistemic status of the grammaticality judgement, ranging from a pure guess to reliable knowledge.  However, the mechanism responsible for producing these probabilities need not explicitly represent that there is knowledge (i.e. explicitly represent that a representation of a regularity has been formed that is accurate, judged to be accurate, and caused by a generally reliable process).  

One way to test whether participants can represent the epistemic status of their judgements explicitly is to ask them to state their confidence in each classification decision, (e.g. on a scale which ranging from 'guess', through degrees of being 'somewhat confident', to 'know').  Now imagine that we knew for a given subject with what probability he responds “grammatical” to each item. Then we could plot “confidence that the string is grammatical” against the probability of saying “grammatical” to it.  If the confidence rating increases with the probability of responding grammatical to each item, with random responding given a confidence of 'guess', and deterministic responding given a confidence of 'know', then the propositional attitudes implied by the probabilities have been used by the participant to explicitly  represent the epistemic status of the grammaticality judgements.  If confidence ratings are not so related to response probabilities, then epistemic status has been represented only implicitly. If a plot of confidence against probability is a monotonically increasing line going through (“know it’s nongrammatical”, 0) through (guess, 0.5) to (“know its grammatical", 1.0) then participants have fully used the implications of the source of their response probabilities to infer an explicit representation of their state of knowledge (see Figure 1). If the line is horizontal, then their knowledge is represented purely implicitly. If the line has some slope, but participants perform above chance when they believe they are guessing, then some of the knowledge is explicit and some of the knowledge is implicit.


------------------------------------------------------------------------

Insert Figure 1 about here

------------------------------------------------------------------------


In artificial grammar learning experiments, participants typically make one or two responses to each test item so it is not possible to plot the confidence-probability graph just described, but we can get some way without all the information.  First we need to make an assumption: That the grammar induced by the participants happens to be the grammar specified by the experimenter, or is very highly correlated with it. Logically, there is no reason why this should be so (experimenters generally do not justify why they choose one grammar rather than another in terms of a learning theory); there are an infinite number of grammars that specify a finite number of strings, so how, short of ESP, could a participant know which grammar the experimenter happened to have in mind? Researchers in the area, ourselves included, have often fallen into the trap of talking about THE grammar, and wondering whether the participant has got this or that item “correct”. Due to a remarkable coincidence,  or insight on Reber’s (1967) part, with exposure to a set of strings, subjects progressively classify more and more strings correctly according to the sort grammar specified by the researchers in this area (at least when the set of nongrammatical test strings are created by typical procedures of researchers in the area; e.g. by randomly changing one or more letters – ability to classify grammatical strings is always relative to the set of nongrammatical strings). Thus, a good approximation to the participant’s grammar is the type of finite-state grammar typically used by the experimenter. But it is not perfect; Dienes et al (1997) found that for some grammatical items training decreased the probability that they were called grammatical; and that for some nongrammatical items, training increased the probability with which they were called grammatical. This fact will produce some error in the procedure next described, because the procedure only recognizes as knowledge  those generalizations induced by the subject that classify test stimuli in the same way as the experimenter's grammar does.

Consider the case where the participant makes just one response to each test item. We divide the items into those with which the participant makes a correct decision ('correct items') and those with which the participant makes an incorrect decision ('incorrect items'). If accuracy is correlated with confidence, the correct items should be a selective sample of those given a higher average confidence rating than the incorrect items. Conversely, if participants do not assign greater confidence to correct than incorrect items, then that is evidence  that the slope of the graph is zero; i.e. they do not represent their state of knowledge of their ability to judge correctly. If participants give a greater confidence rating to correct than incorrect items, that is evidence of at least some explicitness. If in this case, participants perform above chance when they believe they are literally guessing, that is evidence of some implicitness in addition to the explicitness.


Chan (1992) was the first to test whether participants explicitly represented knowing their grammaticality judgements. Chan initially asked one group of participants (the incidentally trained participants) to memorize a set of grammatical examples. In a subsequent test phase, participants gave a confidence rating for their accuracy after each classification decision. They were just as confident in their incorrect decisions as they were in their correct decisions, providing evidence that knowing was represented only implicitly.  He asked another group of participants (the intentionally trained participants) to search for rules in the training phase. For these participants, confidence was strongly related to accuracy in the test phase, indicating that intentionally rather than incidentally trained participants represented their knowing more explicitly. Manza and Reber (1997), using stimuli different from Chan's, found that confidence was reliably higher for correct than incorrect decisions for incidentally trained participants. On the other hand, Dienes et al. (1995) replicated the lack of correlation between confidence and accuracy, but only under some conditions: the correlation was low particularly when strings were longer than three letters and presented individually. Finally, Dienes and Altmann (1997) found that when participants transferred their knowledge to a different domain, their confidence was not related to their accuracy.   


In summary, there are conditions under which participants represent knowing grammaticality implicitly on most judgements, but there is generally also evidence of having an explicit attitude of knowing on other judgements. Even in the latter case, there is sometimes evidence of implicit knowledge:  Both Dienes et al. (1995) and Dienes and Altmann (1997) found that even when participants believed they were literally guessing, they were still classifying substantially above chance.  


Both the zero-correlation and guessing criteria have their problems as methodologies for indicating implicit knowledge. If the participant induces any explicit knowledge, then the zero-correlation criterion may show that the participant has at least some explicit knowledge; whether there is in addition any implicit knowledge is then unknown. Thus, although there may be much implicit knowledge induced, it is hard to determine that this is so simply because the participant has induced some explicit knowledge. Nonetheless, differences between experimental conditions in the zero-correlation criterion can indicate differences in extent of metacognitive knowledge and hence difference in the amount of explicit knowledge and thus, by implication, differences in amount of implicit knowledge  (assuming overall performance is equal between the conditions; i.e. implicit knowledge plus explicit knowledge is a constant). 


The problem with the guessing criterion is power (in the statistical sense): Even if participants are using purely implicit knowledge they may produce confidence ratings higher than guessing based on other considerations.  Then the guessing criterion is computed on some fraction (typically a third or less) of the total number of participants’ responses and so can lack power; frequently studies will show no implicit knowledge by the guessing criterion, but the confidence interval on the amount of guessing knowledge is large. Allwood, Granhag, and Johansson (in press) and Johnstone (1999) both recommend looking at the full accuracy-confidence graph in assessing participants’ realism in assessing their grammaticality judgements; we agree this should give a more sensitive assessment of degree of metaknowledge. The guessing intercept could then be used to derive a type of guessing criterion estimate of implicit knowledge that uses more data than just the guessing responses themselves. See Figure 2 for a plot of this sort.


Another procedure for assessing metaknowledge was used by Dienes et al (1995). The reliability with which participants gave the same confidence rating to the same string was assessed (for those cases where the participants gave a correct response). This reliability was found to be very low (ri = .16). This indicates a lack of metaknowledge. Whatever information led participants to consistently answer correctly to some strings rather than others was not being transmitted through their confidence ratings. (Note that these strings do have a reliable rank ordering in terms of participants’ tendencies to give correct responses to them; Dienes, 1992.) For example, if familiarity of the string or its parts was driving the grammaticality judgements, that same function of familiarity could not have been driving the confidence judgements (contrast Koriat’s  1993 theory of feeling of knowing, according to which feelings of knowing are based on the accessibility of relevant content).


To take a step back from the methodological details, it is important to note that all of these results bear on the extent to which subjects have metaknowledge about the judgement process itself; that is, on the extent to which subjects know their judgements are based on induced knowledge. One reason why subjects might lack metaknowledge about judgements is because they lack metaknowledge of the induced rules. In fact, we take it that  what most researchers find interesting about the implicitness of implicit learning is that subjects induce rules that are represented only implicitly.  However,  subjects may have induced rules represented implicitly but nonetheless learn to tell when their judgements are based on knowledge and when they are not. Allwood et al (in press) found this pattern; in their first experiment subjects had little metaknowledge about their grammaticality judgements; in their second experiment, subjects had considerably more experience with the task, and also had remarkably good metaknowledge. In this case, it may be that the knowledge of the rules themselves is still implicit; and the real inferential basis of their grammatical decisions may still be implicit.  But subjects may have come to notice feelings associated with the perception of different strings, feelings they could come to use in making confidence judgements by making explicit inferences regarding their relevance to the correctness of their judgements.


Koriat (in press) distinguished two ways of making metacognitive judgements: information-based in which the person is aware of the inferences they make in forming a conclusion about their knowledge state; and feeling-based, in which the true inferential basis of the judgements is not explicit, the person is only aware of the result of the inference as a directly-experienced feeling (e.g. the tip of the tongue state). We suggest that in artificial grammar learning, the knowledge of rules is often largely implicit and applied implicitly (i.e. their application is not represented as the application of knowledge, and the concomitant inferences are not represented as inferences). One common consequence of this state of affairs is that people often lack metaknowledge about their judgements of grammaticality. Its fortunate that this is a consequence because this lack of metaknowledge about judgements is easy to measure; measuring lack of metaknowledge about the rules is a lot harder without us as experimenters knowing what the rules are. So just as in the tip-of-the-tongue state, the inferential basis is what is implicit, just so in making judgements in artificial grammar learning: one judges the string as grammatical without representing the applied knowledge as knowledge and the process as an inference. Nonetheless, in artificial grammar learning, subjects may learn to make information-based confidence judgements about the inferentially-implicit grammaticality judgements. A methodological challenge for the future will be getting a good measure of the lack of metaknowledge subjects have about rules; at the moment, we just measure one possible but not necessary symptom, the lack of metaknowledge about judgements.


 Finally, we note a common criticism of metacognitive measures of implicit knowledge or, in other words, what are called subjective threshold measures of consciousness (e.g. Reingold & Merikle, 1993). The argument is that these measures are flawed because they simply shift the responsibility for determining the participants’ awareness of knowledge from the experimenter to the participant; and the participant may be responding according to whatever idiosyncratic theory they please. For example, whether the participant gives a guess response is just up to the participant’s theory of what guessing is, or just their criterion for responding. The implication usually given when these arguments are mentioned is that this is all that needs to be said; its about time we put our hats on and went home to think of different approaches to consciousness and implicit knowledge.


In response, we note firstly that we do inform our subjects that by guessing we mean the assessment that the answer could just as well be based on a flip of a coin; we do regard it as very important that the participants understand that guessing occurs in the absence of any useful information whatsoever. The second point is that this type of argument simply opens up an interesting avenue of empirical exploration. Twyman and Dienes (1991) investigated how the various estimates of metaknowledge were changed by, for example, training subjects in probability, exhorting them to be more or less confident, taking confidence ratings after blocks or individual trials. They  found that the metacognitive  measures were influenced by the manipulations. Several questions then arise.  Under what conditions do the measures appear to distinguish functionally different types of knowledge? Under what conditions are subjects least biased in converting their actual degree of metaknowledge into a verbal report? What conditions actually change the amount of subjects' metaknowledge, and hence the conscious and unconscious status of the corresponding mental states?  These are interesting questions to explore. For the time being, our hats remain firmly on the hat rack.

9. Summary


In this paper we initially established what it is for something to be implicit, using the approach of Dienes and Perner  (1999; Perner and Dienes, 1999), which naturally led to the conclusion that a lack of metaknowledge is an essential feature of implicit knowledge. We then reviewed evidence indicating the extent of people’s metaknowledge in a standard implicit learning paradigm, namely the artificial grammar learning paradigm.  People can induce a grammar through a reliable learning mechanism yet under certain conditions be largely unaware that they have any knowledge. Inducing such knowledge by a mechanism that does not label the knowledge as knowledge we take to be the essence of implicit learning. Implicit learning enables representations of regularities in the world to be formed that can control action (at the level of vehicle control, not content control, as shown recently by Destrebecqz and Cleeremans, in press) without constituting conscious knowledge. Our framework shows how in fact the world can be represented without those representations having to be like the fully-explicated normal contents of our conscious thoughts.
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Figure 1

Theoretical graph indicating perfect explicit knowledge of the epsitemic status of grammaticality judgements. The graph is over test items for one subject. The graph makes no assumptions about the experimenter knowing the subject's grammar.
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Figure 2

Data from Experiment 5 of Dienes, Altmann, Kwan, and Goode (1995), showing the advantage in classification performance in the test phase of a group trained on grammatical strings (the informed group) over a group with no prior training ( the control group) plotted against confidence (50=guessing, 100=certain).

The graph shows a positive intercept (some implicit knowledge) and a positive slope (some explicit knowledge).

The method assumes the experimenter's grammar closely matches the grammar induced by the subject (in this case,  the assumption is confirmed by the positive intercept and slope).
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� This is true, even of procedural knowledge. A procedure is of the general form “If condition X, then action Y”. In a calculator, it may be: If “5 X 6” then show “30”.  The property of being 30 is predicated of the result of the operation 5 X 6.  Note also that detailed perceptual  properties can be predicated of individuals.





� It is the fact that the person can reliably identify the actually presented word (when e.g. given leave to guess) that entitles us to say the person has knowledge, and therefore allows us to talk about implicit knowledge. It is only in an appropriate supporting context that the representation functions as knowledge of a particular event. Nonetheless, we will loosely refer to the representation as providing implicit knowledge in all contexts. In many cases (e.g. Bridgeman, 1991; see Dienes & Perner, 1999), the visual system  evolved the use of such (implicit) representations precisely because of their role in such supporting contexts, and so the proper function of the representation is indeed knowledge.


� In order to explicitly represent that one knows a fact, one has to explicitly represent that: One has a representation of the fact, that the representation is accurate, that it is judged as accurate, and that it was caused by a generally reliable process.


� Of course, there is philosophical controversy about whether this characterisation can capture the whole phenomenon of consciousness or just an aspect of it. The subjective feel of conscious experiences (phenomenal consciousness) is sometimes distinguished from access consciousness. Our concern and that of most cognitive sciences would be merely a case of "access consciousness" or "monitoring consciousness". There are, however, some interesting arguments to the effect that second order mental states are necessary and sufficient for subjective feel (e.g., Carruthers, 1996, 2000; Rosenthal, 2000).





� Content control of actions might be easier if one kept in mind not just declarative representations of the content of goals, but also representations of the appropriate mental states "I wish that…". Conversely, a person particularly skilled at content control might find it easier to inhibit the normal ascent from explicit factivity (involved in content control) to full mental state explicitness, because the latter step is not needed. The prediction is that highly hypnotizable subjects should be better than low hypnotizables at tasks requiring content control. Indeed, there is a large body of evidence for this claim; for example,  highs can generate random numbers with a greater degree of randomness than lows (Graham & Evans, 1977); and in selective attention tasks highs can select on the basis of representational content (semantic selection, or "pigeon holing", Broadbent, 1971) to a greater degree than lows (Dienes, 1987).


� In a similar way, Rosenthal (1986) requires the higher order thoughts to arise nonobservationally and noninferentially; e.g. to be conscious of seeing one must not consciously infer one is seeing. 





