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SECOND YEAR PSYCHOLOGY EXAMINATION 2002

RESEARCH METHODS II

SAMPLE PAPER

_________________________________________________________

Time allowed 2 hours

Answer ALL the questions.

Write your answers ON THIS QUESTION PAPER.

WRITE YOUR NAME CLEARLY HERE ..................................

There are four sections to this paper: I, II, III, and IV. Each section carries 25% of the marks. You are advised to spend an equal amount of time on each section; i.e. 30 minutes per section, unless you complete a section in less time. 

I Definitions

Answer all 10 questions. Each question carries equal weight and you should spend about three minutes on each question, unless you finish in less time.

1) Define “significance”.

2) Define in words (no need to give formulae) “mean square error”

3) Define in words (no need to give formulae) “mean square treatment”

4) Define and give an example of a main effect

5)  Define and give an example of a 2-way interaction

6) An experimenter investigates differential gender stereotypes by looking at the sex (males vs females) by text type (romance vs football) interaction on comprehension scores. She is interested in whether there has been a change in socialisation according to gender stereotypes over time, so she also investigates age (young vs middle-aged). Further, she is interested in whether this change in socialisation over time has been different for the different countries Greece and England. Here are her mean results:

England

	
	young men
	young women
	middle-aged men
	middle-aged women

	romantic text
	11
	16
	9
	15

	football text
	15
	13
	16
	5


Greece

	
	young men
	young women
	middle-aged men
	middle-aged women

	romantic text
	10
	16
	9
	15

	football text
	15
	8
	15
	7


Express the four-way interaction sex X text type X age X country as a numerical magnitude. Show your workings.

7) Define and give an example of a partial interaction

8) Define and give an example of a repeated measures design

9) What is the assumption of homogeneity of variance?

10) For a fully factorial three-way design with independent variables gender, religion, and nationality, list all the effects (main effects and interactions).

II Write a results section.

A group of sociobiologists are interested in human sexual infidelity. According to their theory, females who have a stable male partner (“pair-bond”) may occasionally be interested in inseminations from other males in order to increase the genetic variability of their offspring. But females should mainly be interested in other males when it could make a difference, i.e. during the fertile phase of their menstrual cycle. In order to test the theory, the researchers went into night clubs and determined the following independent variables for females they approached: 

1) Partner. Does the female have a stable long term partner, coded as 0 (no) or 1 (yes).

2) Phase. Saliva tests determined whether the subject was in the pre-fertile phase (roughly from day 1 to day 8 of the menstrual cycle, coded as 0), fertile phase (roughly from day 9 to day 15 of the cycle, coded as 1), or post-fertile (roughly from day 16 to day 28, coded as 2).

The researchers only considered females who had come to the nightclub without a partner; i.e. if partner=1, their partner did not come.

The dependent variable was the provocativeness of the clothing, determined by the units of surface area of flesh left exposed by the clothing.

They tested five women in each of the six cells of the design.

Their hypothesis was that females would show more flesh during the fertile phases than the other phases of the menstrual cycle, but only if the female had a stable partner.

(This is based on a real study, and the results were qualitatively the same as the mock data I have invented here. See Baker, R , & Oram, E., 1999,  Baby Wars: the dynamics of family conflict, Ecco Press.)

Below is various output from SPSS. Use whatever results and analyses you think are appropriate to write a results section.  Only use what is relevant, do not use an analysis just because it is presented below. Be concise and write as if you were writing for a journal article; i.e. do not define terms or explain the logic of what you are doing if in a journal article such terms and logic would be taken for granted.
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     FLESH

 By  CELL          1.00 (partner=0, phase=0)

 Valid cases:         5.0   Missing cases:        .0   Percent missing:      .0

 Frequency    Stem &  Leaf

     1.00        4 .  0

     1.00        5 .  0

     2.00        6 .  00

     1.00        7 .  0

 Stem width:      1.00

 Each leaf:       1 case(s)

     FLESH

 By  CELL          2.00 (partner=0, phase=1)

 Valid cases:         5.0   Missing cases:        .0   Percent missing:      .0

 Frequency    Stem &  Leaf

     1.00        4 .  0

     2.00        5 .  00

     1.00        6 .  0

     1.00        7 .  0

 Stem width:      1.00

 Each leaf:       1 case(s)

     FLESH

 By  CELL          3.00 (partner=0, phase=3)

 Valid cases:         5.0   Missing cases:        .0   Percent missing:      .0

 Frequency    Stem &  Leaf

     1.00        5 .  0

     1.00        6 .  0

     3.00        7 .  000

 Stem width:      1.00

 Each leaf:       1 case(s)

     FLESH

 By  CELL          4.00 (partner=1, phase=0)

 Valid cases:         5.0   Missing cases:        .0   Percent missing:      .0

 Frequency    Stem &  Leaf

     2.00        4 .  00

     1.00        5 .  0

     1.00        6 .  0

     1.00        7 .  0

 Stem width:      1.00

 Each leaf:       1 case(s)

     FLESH

 By  CELL          5.00 (partner=1, phase=1)

 Valid cases:         5.0   Missing cases:        .0   Percent missing:      .0

 Frequency    Stem &  Leaf

     2.00        7 .  00

     2.00        8 .  00

     1.00        9 .  0

 Stem width:      1.00

 Each leaf:       1 case(s)

     FLESH

 By  CELL          6.00 (partner=1, phase=2)

 Valid cases:         5.0   Missing cases:        .0   Percent missing:      .0

 Frequency    Stem &  Leaf

     1.00        4 .  0

     2.00        5 .  00

     1.00        6 .  0

     1.00        7 .  0

 Stem width:      1.00

 Each leaf:       1 case(s)

selecting just cases in which partner=0
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selecting just cases for which phase=0

      

T-Test
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selecting just cases for which phase=1

T-Test
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selecting just cases for which phase=2

T-Test
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III Critique of a discussion

A researcher is interested in whether people’s preferences can be changed by subliminal messages. He presents subjects with photos of strangers and subjects have to rate how attractive they think the person is. While the photo is being shown, positive or negative messages are also being flashed up. A month later, the researcher presents the same photos again, but with no messages, and attractiveness ratings are taken again. There are three within-subjects independent variables:

1) perceptibility: whether the messages are presented subliminally (subjects report they don’t see any messages) or supra-liminally (subjects clearly see the messages).

2) valence: whether the messages report positive or negative personality attributes.

3) time: whether testing is immediate or after a month.

He labels his columns in the following way: if the variable begins “D” then that is testing after a delay of month; if the variable begins “I”, testing is immediate. If “SUB” occurs next the messages are displayed subliminally and “SUP” indicates they are presented supraliminally. If “NEG” occurs next the messages were negative and “POS” inicates they were positive. The dependent variable is scaled such that higher values indicates greater attractiveness.

Below is the SPSS output for the analyses he chose to carry out, and then his discussion of the results is presented. Provide commentary on his discussion. There is space after each paragraph for you to indicate whether you think his conclusions and comments are appropriate or inappropriate. Remember to indicate where the researcher has drawn appropriate as well as inappropriate conclusions.

__________________________________________________________________________________
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for the immediate data only:
[image: image14.wmf]Tests of Within-Subjects Effects
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analyzing the interaction with simple effects:
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for the delayed data only:
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All data:
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Discussion

The aim of this study was to explore the persuasive influence of subliminal as compared to supraliminal messages. If a message is subliminal a person cannot choose to discount the source of the influence; if a message is supraliminal, any positive or negative effects caused by the message can be attributed to the proper source and hence discounted. Thus, on immediate presentation, the influence of a message can be nullified only if it is supraliminal and not subliminal.  After a long delay, however, subjects may have forgotten the source of the message, even if it was originally conscious, and hence subliminal and supraliminal messages should behave in the same persuasive way. Consistent with these predictions for immediate testing, when subjects were tested immediately we found a perceptibility by valence interaction on attractiveness ratings. That is, subjects found subliminal messages more persuasive than supraliminal messages. Specifically, subjects thought photos were more attractive after a positive message if the message was subliminal rather than supraliminal.  Further, subjects thought photos were less attractive after a negative message if the message was subliminal rather than supraliminal. 

Comments:

The predictions were also confirmed when testing was delayed. In this case there was a main effect of valence (significant with a one tailed test) indicating on average the messages did influence people. But this effect did not interact with perceptibility, indicating the effect of valence was just as strong for subliminal as for supraliminal stimuli; at least, the data gave us no reason to think otherwise.

Comments:

The above findings therefore show that the passage of time makes supraliminal stimuli just as effective as subliminal stimuli, and advertising agencies need not invest resources into constructing morally dubious subliminal messages. Initially, subliminal stimuli are more effective than supraliminal, but this advantage is diminished by the passage of a few weeks.

Comments:

Some other aspects of the data are interesting. When testing was immediate, subjects given supraliminal messages actually gave higher ratings to the photos accompanied by negative messages than those accompanied by positive messages (5.4 compared to 4.8). This supports the notion that subjects may actually overcompensate in trying to discount the effect of the message. Because the effects operate effectively at an unconscious level, the subject does not know how much they have been affected, just that they may have been affected. They then adjust their rating of attractiveness to a greater than optimal degree.

Comments:

Future research could investigate other factors that may affect subliminal influences. People may be most influenced by pictures rather than words. Also, particular types of people may be more influenced; for example, intuitive rather than analytical people. Thus, a future experiment could include both these variables. Because the greatest effect should be for intuitive people exposed to pictures, it is the summation of the effects of these two variables that is important, and so an interaction between them is the predicted result.

Comments:

IV Graphs
Answer all five questions. Each question carries equal weight and you should spend about six minutes on each question, unless you finish in less time.

1) For a 3 X 3 (age (young vs medium vs old) by levels of processing (shallow vs medium vs deep)) between-subjects design, with recall scores being the dependent variable, draw a graph with clearly labelled axes and lines to show an interaction but no main effects.

2) For the same design as question 1, draw a graph to shown no interaction, no main effect of age, and a main effect of levels of processing.

3) For the same design as question 1, draw a graph to show an interaction, a main effect of age and no main effect of levels of processing.

4)  For the three-way design in section III, draw a graph to illustrate a perceptibility by valence interaction, and no other main or interaction effects.

5) For the three-way design in section III, draw a graph to illustrate a three-way interaction, a perceptibility by valence interaction, a main effect of time, and no other main or interaction effects.

