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Abstract

In order to investigate the difference between conscious and unconscious knowledge, one needs a method for measuring the conscious status of knowledge. This paper advocates the use of subjective measures. The “no-loss” gambling method is introduced as one type of subjective measure, which can be used in addition to verbal confidence. The use of subjective measures is illustrated by assessing the unconscious status of knowledge underlying perceptual motor skills, specifically the skill of catching a ball. Next the difference between being aware that one knows a judgment (judgement knowledge) and being aware of the knowledge that enabled the judgment (structural knowledge) is considered. The conscious status of structural knowledge can be assessed by subjective measures, which is illustrated by a case of motor knowledge again, in this case knowledge of a pattern of movements that define a symmetry. The distinction between conscious and unconscious structural knowledge may be an important psychologically real divide between different learning processes. Awareness of knowing can be reliably albeit imperfectly measured by subjective measures, allowing the difference between conscious and unconscious knowledge to be investigated.

Keywords: Implicit learning, unconscious knowledge, subjective measures, higher order thoughts


In order to investigate the difference between conscious and unconscious knowledge, one needs a method for measuring the conscious status of knowledge (Dienes & Seth, in press a; Seth et al, 2009). This paper advocates the use of subjective measures. Initially the philosophy behind subjective measures of consciousness is described (any measure of consciousness presupposes a philosophy, which should be made explicit); subjective measures used to indicate whether a person is aware of knowing a judgment are introduced; and the way gambling methods can be used and misused to measure such awareness of knowing is shown. In particular, the “no-loss” gambling method is introduced as one type of subjective measure. Next the use of subjective measures is illustrated by assessing the unconscious status of knowledge underlying perceptual motor skills, specifically the skill of catching a ball. Next the difference between being aware that one knows a judgment (judgement knowledge) and being aware of the knowledge that enabled the judgment (structural knowledge) is considered. The conscious status of structural knowledge can be assessed by subjective measures, which is illustrated by a case of motor knowledge again, in this case knowledge of a pattern of movements that define a complex symmetry. The distinction between conscious and unconscious structural knowledge may be an important psychologically real divide between different learning processes. In sum, I argue that awareness of knowing can be reliably albeit imperfectly measured by subjective measures, allowing the difference between conscious and unconscious knowledge to be investigated.
Higher order thought theory

Subjective measures are directly motivated by higher order thought theory, an attempt to explain the difference between a mental state being conscious and unconscious. The fundamental assumption of higher order thought theory (e.g. Carruthers, 2000; Gennaro, 2004; Rosenthal, 2005) is that a conscious mental state is a mental state of which one is conscious. While this may not sound like it is saying much, it is if you consider that we are only aware of things by having mental states about those things. So to be aware of a mental state one must be in a second order mental state about the first mental state. Thus, conscious mental states require second order states, a claim of empirical and psychological relevance. If we call the second order state thinking – without prejudging that it should be verbal or even conscious – then a mental state is conscious when we think we are in that state (Rosenthal, 2005). For example, my seeing is conscious seeing when I think I am seeing. If I see but don’t think I am seeing, it is unconscious. And it is surely for just this reason we find it natural to say blindsight patients unconsciously see in their blind field: The blindsight patient does not think that he sees even as he sees (Weiskrantz, 1997).

Accepting the above arguments, if we want to determine whether knowledge is unconscious we need to determine whether the subject thinks that they know. Even if one does not accept higher order thought theory because one believes that awareness of being in a mental state is not constitutive of that state being conscious, awareness of being in a mental state is certainly constitutive of something interesting: Call it ‘reflective consciousness’ or ‘higher order consciousness’ rather than ‘primary’  or ‘phenomenological’ consciousness if you like (Block, 2001; Seth, 2008), the words do not matter. The distinction between those perceptual, memorial and learning mechanisms associated with awareness of knowing and those producing knowledge one is not aware of, is an important distinction to investigate. 
Awareness of knowing a judgment

Consider a subject that makes a judgment that p. Berry and Dienes (1993) and Dienes et al (1995) describe two criteria for measuring whether the knowledge that p is unconscious:
 1) Guessing criterion

When subjects believe they are literally guessing,  is their performance above chance? If so, people demonstrate that they have knowledge but they are not aware of knowing. This criterion has clear face validity and hence was the first to be implemented historically in investigating unconscious knowledge (Peirce & Jastrow, 1884). The key objection that has been raised to the guessing criterion is that subjects may use imprecise notions of guessing in defining their state of knowing (Reingold & Merikle, 1988). This is known as the bias problem: The subject might think they know something albeit vague or uncertain but say they know nothing (see Dienes 2008a for discussion). This is a genuine concern but one that can in principle be addressed in each particular context. For example, giving people a poorly defined confidence scale (“give a number between 1 and 5 where 1 means low confidence and 5 means high confidence”), means little can be concluded from the low confidence judgments as far as the guessing criterion is concerned. Maybe subjects said “low confidence” when they thought they knew to some degree: There would be nothing inappropriate about that in terms of following instructions. But an experimenter can instruct subjects precisely what is meant by guessing, as we will do below, so at least in reporting mental states subjects know the relevant mental state concepts we want them to use.  

A related concern is that people might think they know nothing but if they were pushed to attend more closely to their mental states (vision etc), they might notice they do know something of relevance. The second concern begs a theoretical claim, however. If one believes it is an empirical matter whether motivation can make the unconscious conscious, then one cannot define a mental state as conscious as that which people could be conscious of if motivated further. This would define the effects of motivation out of existence, just sitting in the arm chair. Thus, an approach which renders the question empirical is, following Rosenthal, to say a mental state is conscious if one is actually conscious of it, not just would be conscious of it given certain counterfactuals. However, again one need not quibble over words. It  is surely of scientific interest to know the properties of knowledge one is not actually conscious of, and to determine if knowledge differs in qualitative ways between that which one cannot become conscious of no matter how well motivated one is and knowledge one can become conscious of with motivation (for examples, see Fu, Fu, & Dienes, 2008; Persaud & McLeod, 2008; Scott & Dienes, 2008; Visser & Merikle, 1999). Clearly the guessing criterion can play a key role in this investigation.
 

2) Zero-correlation criterion

The guessing criterion only uses those trials where the subject asserts they know nothing at all. Another approach is to make use of all trials. The application with most face validity is to find conditions under which a person thinks they are guessing, or close to, and then force them to say “low confidence” and “high confidence” equally often (e.g. Kunimoto, Miller, & Pashler, 2000; Tunney & Shanks, 2003). If the person really cannot tell whether they know or not, they should be equally accurate on low and high confidence trials (see Dienes & Perner, 2004, for assumptions). That is there should be no relation between confidence and accuracy. The zero correlation criterion states that an absence of relationship is indicative of unconscious knowledge (e.g. Allwood, Granhag & Johansson, 2000; Dienes et al, 1995; Dienes & Longuet-Higgins, 2004; Kolb & Braun, 1995; Ziori & Dienes, 2008) . The relationship can be measured by correlating confidence with accuracy, taking a difference between accuracy when one has a low or high confidence, using Type II d’, or indeed any way of measuring confidence accuracy relations (see Dienes, 2008a). The field has not yet settled on a single technique, and that’s because the matter cannot be settled from the arm chair. Tunney and Shanks (2003) and Tunney (2005) found binary confidence measures to be more sensitive than continuous ones, at least for a difficult judgment task, and no difference between Type II d’ and difference scores for expressing the relationship. Dienes (2008a) did not find differences in sensitivity between a number of different relationship measures, but future more powerful research may do so, and may also thereby specify when one measure is preferable to – more sensitive than -  another (compare the debate between Seregent & Dehaene, 2004, and Overgaard et al, 2006).

Forcing a subject to respond ‘high’ and ‘low’ may miss the point sometimes. For example, consider a person who is quite confident on all trials, but cannot distinguish cases where their knowledge was marginally more informative than other times. A lack of relationship between confidence and accuracy would then just mean the person does not know when their conscious knowledge was very useful or extremely useful. Typically, the zero correlation criterion is implemented by not forcing subjects to use ‘high’ and ‘low’ equally often but allowing subjects to use the confidence scale as it suits them. In that case, the labels of the scale have a genuine meaning: When subjects say “guess” or “50%” or “56%” etc they presumably largely  mean what they say. As just indicated if the subject always held high confidence but in the range 70-90%, and they were performing accurately, a lack of relation between confidence and accuracy would not be informative of the existence of unconscious knowledge. But if the subject sometimes felt that she was completely guessing and sometimes felt that she knew, and sometimes she was guessing and sometimes she did know, equally good performance in both cases would indicate an inability to determine her actual state of knowledge in a qualitative way, an inability to distinguish guessing from knowing. For identifying unconscious knowledge, it is the distinction between guessing and knowing we are interested in, not between 70 and 75% accuracy.  We will consider a case below (catching a ball) where uniform high confidence is informative, but in that case, subjects were confident in inaccurate judgments – we know the subject has knowledge not by their judgments but by their performance.

Using the zero correlation criterion to indicate unconscious knowledge requires accepting the null hypothesis. A non-significant result in itself is consistent both with insensitive data on the one hand and with actual evidence for the null on the other. Bayes factors can be used to show whether there is positive evidence for the null or whether the data are just insensitive (see Dienes 2008b). For people familiar with Bayes factors, read on; others can skip this paragraph (or read Dienes, 2008b, chapter four). Consider the zero correlation criterion measured by the difference between accuracy when having some confidence and accuracy when believing one is guessing. Call that difference the slope (we will use it below for some real data). If overall performance (regardless of confidence) is x above baseline (e.g. if overall performance is 65% on a grammatical-nongrammatical classification, then x is 15%), then the expected order of magnitude for the slope is about x. Thus, one can model the prediction of the theory that there is conscious knowledge by a normal of mean x. So that the probability of the slope being less than zero is about zero, set the standard deviation to x/2. If subjects said ‘guess’ 50% of the time (and subjects rarely say ‘guess’ more than this in typical AGL experiments), the maximum slope possible is 2x (when ‘guess’ responses are at baseline). Indeed, for the suggested distribution, the probability of a slope greater than 2x is negligible. Thus, the effective upper and lower limits of the distribution are about right. Now the Bayes factor can be calculated (using the online Flash program for Dienes, 2008b) to determine whether the obtained mean and standard error for the slope actually provide positive evidence for the null. Note the suggested distribution here could be superseded by showing what slopes are empirically associated with different levels of performance in different domains when subjects are shown to have conscious knowledge by other means (e.g. we know they do because they tell us the rules for solving the problem). For artificial grammar learning, Dienes and Seth (in press b) indeed found slopes about equal to overall performance (‘x’ above; slopes of about 15% for an overall classification performance of 65%). Thus, the recommendation here may be a good one for standard artificial grammar learning. If one uses training procedure and stimuli already used in the literature, the precise distribution can be set in advance of collecting data by noting the typical value of x. Another possible distribution one can use is a flat one between 0 and 2x, implying one has no information about the amount of conscious knowledge that might occur within the possible limits. Kunimoto, Miller, and Pashler (2000; Figure 5) present expected values of Type II d’ for given values of Type I d’ which can be used in calculating a Bayes factor when the zero correlation criterion is based on signal detection theory. Predicted Type II d’s are about half of Type I d’s. Indeed, Tunney and Shanks (2003) using the artificial grammar learning paradigm, empirical found about this ratio. Thus, the expected distribution could be modelled as a normal centred on Type I d’/2 and a standard deviation of Type I d’/4.

It is possible to get a negative relation between confidence and accuracy. This occurs when unconscious knowledge is more accurate than conscious. Scott and Dienes (in press a) found in a difficult judgment task people were more accurate when they felt they were responding randomly than when they felt there was any basis to their responses. Indeed, it was only when people thought they were responding randomly that they performed above chance. It is difficult to argue in such a case that the accurate performance people had when they thought they were responding randomly was a bias problem, that is, that they did well only because they privately felt to some extent that they did have a basis. On the contrary, the data showed that when people thought they had a basis, they did not do well. (We will consider another case below where unconscious knowledge performs better than conscious knowledge.) In this case the relationship between confidence and accuracy helps support the validity of the guessing criterion.
Gambling as a measure of awareness of knowing

We will illustrate the guessing and zero correlation criteria and explore verbal versus gambling measures of awareness of knowing using the artificial grammar learning (AGL) paradigm. Reber (1967) introduced the AGL paradigm as a way of exploring implicit learning in the lab. Implicit learning is the acquisition of unconscious knowledge.  A prime everyday example of unconscious knowledge is our knowledge of the grammar of our native tongue. Reber used artificial grammars to produce strings of letters, which at first glance appear to be more or less random arrangements of the letters. Nonetheless, after just some minutes memorising the letters strings (without being told that they are ruled governed), people could later classify new strings as grammatical or not. In such experiments, subjects often say they are sorry to have mucked up the results, they did not know what they were doing. In fact, people classify about 65% correct on average. People can make accurate judgements of grammaticality (they know the string is grammatical). Are they aware of so knowing?

After each grammaticality decision one can take a confidence rating (Dienes et al ,1995), such as a binary guess vs sure (cf Tunney & Shanks, 2003). Another method of obtaining confidence is by asking subjects to gamble. Ruffman et al (2001) used this method with young children and, for example,  Kornell, Son, and Terrace (2007) with macacques.  Persaud, Mcleod & Cowey, (2007) used a binary wager with adults. In the Persaud et al method, the subjects wagered high or low (e.g. one pound vs two pounds, or one token vs two tokens). If the subject was right, they got the amount of the wager; if wrong, they lost that amount.

Why should wagering measure awareness of knowing? The expected payoff is given by the subjective probability of being right times the wager. Thus, if you are of aware of knowing to any degree should always go for higher wager. That is, use of low wager implies you think you know nothing, assuming optimal rational behaviour in the long run. This reasoning seems a little indirect. Dienes and Seth (in press) tested wagering against simple binary verbal confidence for the sensitivity of each method to conscious knowledge. We argued that wagering may well be sensitive to risk or loss aversion, unlike simple verbal confidence ratings. 

In experiment one of Dienes and Seth,  70 subjects were asked to memorise 15 strings from a grammar, and then informed of the existence of a rule system. They were asked to classify 60 new strings. One group of subjects said ‘guess’ vs ‘sure’ after each judgment. The other group wagered one or two tokens (each worth a sweet of their choice). Most importantly, we also gave subjects a test of risk aversion. Subjects were asked, “If there was a lottery for a 10 pound prize, which will be given to one of the 10 ticket holders, how much would you pay for a ticket?”. The lower their answer, the more risk averse subjects are. 


The guessing criterion for unconscious knowledge was satisfied by both measures. People classified 60% correctly when they indicated they were guessing (by low wagers or by verbal report). Both measures also indicated the presence of conscious knowledge by the zero correlation criterion: Accuracy when people said they were sure was 15% higher than when they said they were guessing. The corresponding slope for wagering was 10%. Thus, at one level it did not matter much which way confidence was obtained, it seems: Both methods indicated some unconscious knowledge (by the guessing criterion) and some conscious knowledge (by the zero correlation criterion) to about the same extent. However, the proportion of low confidence responses was higher for wagering (63%) than for verbal confidence (46%), indicating people were more willing to express some confidence verbally than with wagering. This may reflect a reluctance to take risks with wagering. Indeed, risk aversion correlated with the wagering measure of awareness, r = 0.52, but not with verbal measure of awareness, r = -.28. The correlations differed significantly. Wagering is indeed sensitive to risk aversion.

In sum, people could discriminate what mental state they were in by saying what the state was at least as well as with wagering. Further, wagering is not directly a measure of what state you are in: The amount of a wager for fixed odds can reflect attitude to risk-taking or momentary impulsiveness independent of awareness of the mental state.


Nonetheless, gambling has an intuitive appeal, as indicated by Persaud et al (2007). Surely when people put their money where their mouth is, they mean it. Can’t this be used to counteract the bias problem in giving confidence ratings? With wagering it cannot, it just introduces another irrelevant bias. But in the second experiment of Dienes and Seth (in press) we used a method for eliciting confidence suggested in Dienes (2008b) and Hacking (2001): Gambling without risk of loss in order to overcome the loss aversion problem. On each trial subjects made a grammaticality decision, and then shuffled and chose one of two cards. One card had “one sweet” written on the back, the other “zero sweets”. They did not know in either case if they picked correctly. Now subjects chose to gamble on either their grammaticality choice or on the card. If they indifferent they were to go with the card. Whatever their choice, if they got it right they won a sweet; if not, they lost nothing. Thus, there is no risk involved. The logic is that choice of the card implies no confidence in the grammaticality decision: The subjects would just as well bet on a transparently random process as on their grammaticality decision. Once again performance on the guessing and zero correlation criteria were similar to the previous two groups. But no-loss gambling does deal with the bias problem: People can clearly and sincerely believe they are guessing when they have knowledge. Importantly, there was no correlation of measured amount of conscious knowledge with risk aversion, r = .04, a correlation which was detectably smaller than with wagering. In summary, no-loss gambling provide a useful way of measuring awareness of knowing in addition to simple verbal reports.
Motor skills: Catching a cricket ball


We now consider the application of subjective measures to perceptual motor skills, another area where intuitively one expects people to have unconscious knowledge. In particular, we consider the question of how a person knows whether to run forward or backwards to catch a ball. Imagine a ball coming towards you in a flight lasting some four seconds, over a distance of some 50m. Should you run forwards or backwards to catch it? People know the answer in about half a second. How fast should you run? People pick speeds that gets them to the right place at the right time. How is this done?

The ball is too far to detect looming cues. But one cue available is provided by the angle of gaze to the ball with respect to the horizontal. As the ball goes up in the air one’s angle of gaze rises. This cue turns out to be all one needs. If you think about it, there are only two ways of missing the ball: The ball either goes over one’s head and the angle of gaze goes to 90 degrees; or the ball falls in front and the angle of gaze goes to zero. If the angle of gaze is kept in the interval in between zero and 90, one will do just fine. (It will hit one between the eyes anyway.)  You might think that people should keep a constant angle of gaze. That would work but it is very inefficient: when the ball will fall in front of you, you would need to run backwards, then turn around and hare forwards. Much more efficient is to let the angle rise in a controlled way. There is a way of doing this involving the tangent of the angle of gaze. Remember that tangents have the property of going to infinity as the angle goes to 90. That means if one keeps tangent increasing at a constant rate, the angle will increase but never reach 90. And it turns out that this is precisely what people do: They keep tangent increasing in a remarkably linear way (Dienes & McLeod 1993; McLeod & Dienes 1993, 1996).

Reed, Mcleod, & Dienes (in press) investigated whether people know consciously how to catch a ball. People were quite hopeless when asked to freely report how they caught balls and what happens to their angle of gaze. Either they said something uninformative like they used “experience” to catch balls or they gave a strategy that would guarantee their failure to intercept the ball. People modally said of their angle of gaze that it would increase until half way through the flight and then decrease. Such people were using a conscious theory based on viewing the ball trajectory from sideways on. They did not realise that when a ball is coming towards them the angle of gaze behaves rather differently. And it is not that it passively behaves differently: According to our best (and only) theory of how people intercept balls when the catcher is in the plane of the ball’s trajectory, the angle of gaze is directly controlled by a servo-mechanism precisely to keep increasing (at a decreasing rate) throughout the flight. If one let the angle decrease from half way though the flight, one would not catch the ball.

To increase the sensitivity of our test of conscious knowledge we gave people a forced choice test about angle of gaze for different catches (miss low, caught at eye level, etc). Specifically we asked them to choose whether angle of gaze goes continuously down, up and then down, up at a decreasing rate (the correct answer), etc, followed by a confidence rating about their choice,  on a 0 (pure guess) to 10 (completely certain) scale. The procedure was repeated after given experience in catching and being asked to monitor their angle of gaze. 


Despite their immediate experience in catching a ball, despite having known for years how to control their angle of gaze in order to catch a ball, despite our demonstration that these very same people were controlling angle of gaze in just the way we say, subjects continued to confidently give the wrong answer. There was no relation between confidence and accuracy: They were right in cases of missing the ball but wrong in cases of catching it, but the confidence was uniformly high in all cases. What is interesting here is that the conscious knowledge was held very confidently but was incorrect. Unconscious knowledge was more accurate. It is hard to argue that there is a bias problem in this demonstration of unconscious knowledge. People confidently hold incorrect beliefs about their knowledge, so it cannot be argued they did not report the correct knowledge because it was held with only low confidence.  Maybe when evolution can find a simple solution to an important problem (whether or not to intercept with another object), unconscious knowledge comes to control behaviour in a way impervious to the dangerously flexibility of conscious knowledge.

Note in this case, unlike AGL, the evidence that subjects knew about the domain (here, eye gaze) comes not from their judgments about the domain but from their performance. Their judgments were systematically wrong. The situation entails a slightly different logic for the zero correlation criterion than in AGL. Here, a uniformly high confidence for correct and incorrect judgments indicates subjects’ incorrect judgments were not tempered by awareness of their underlying correct knowledge. The same logic for the zero correlation criterion was also used by Ruffman et al (2001) in the case of children’s theory of mind. In AGL a uniformly high confidence in systematically correct judgments would not entail the existence of unconscious knowledge.
Distinguishing judgment knowledge from structural knowledge


Whenever one says some knowledge is unconscious, one should always specify the content of the knowledge said to be unconscious. What are the relevant contents in AGL? In the initial training phase where people are exposed to grammatical strings, people acquire knowledge of the structure of training items. Call this structural knowledge. In the test phase some new knowledge is created by applying the structural knowledge to the specific test string: The new knowledge is knowledge that an item does or does not have that structure. Call this judgment knowledge. Whether or not either structural or judgment knowledge is conscious depends on whether there are relevant higher order thoughts about specifically that knowledge. The guessing and zero correlation criteria are based on confidence ratings specifically in the judgment that the string was or was not grammatical. Thus, those criteria measure only the conscious status of judgment knowledge (thus, so do existing gambling methods, reviewed above; and so does Jacoby’s process dissociation procedure; see Fu, Dienes, & Fu, in press). 


Presumably, conscious structural knowledge leads to conscious judgment knowledge. If you have consciously worked out rules and apply them, you will be aware that you know the grammaticality of test strings. But if structural knowledge is unconscious, judgment knowledge could be conscious or unconscious. Consider natural language: If shown a sentence one can know it is grammatical and consciously know that it is grammatical, but not know at all why it is grammatical. If both structural knowledge and judgment knowledge unconscious, the phenomenology is of guessing.   If structural knowledge is unconscious but judgment knowledge conscious, the phenomenology is of intuition (cf natural language) (cf “fringe feelings”, Norman et al 2007). In both cases, we have unconscious structural knowledge.  But in the second case, zero correlation and guessing criteria might show all knowledge is conscious, because those criteria assess only judgment knowledge.

Dienes and Scott (2005) introduced subjective measures to assess the conscious status of structural knowledge. In the test phase, subjects indicated the basis of the judgment: Guess (“the judgment has no basis whatsoever, you may as well have flipped a coin”); intuition (“you have some confidence in judgment, but have no idea why it’s right”); rules (“the judgment was based on rules acquired from the training phase you could state”); and memory (“the judgment based on memory for training strings or parts of training strings”). For the guess attribution, both judgment and structural knowledge are on the face of it unconscious; all other attributions involve conscious judgment knowledge. Structural knowledge is on the face of it unconscious for guess and intuition but conscious for rules and memory.  Later Scott and Dienes (2008) divided the memory category into recollection of a string or its parts (conscious structural knowledge) and familiarity (“the string as a whole felt especially familiar or unfamiliar for reasons you could state”: unconscious structural knowledge).

Who knows what goes through subjects’ minds when they tick such attribution boxes. To validate these measures, as one would need to for any measure, we manipulated variables that should affect conscious and unconscious structural knowledge differently. Specifically, in the training phase, subjects were urged to search for rules or just memorize exemplars. Rule search should encourage the development of conscious structural knowledge. In the test phase, subjects were asked to classify with full attention or while performing a demanding secondary task (random number generation). The secondary task should interfere with the application of specifically conscious structural knowledge. We found that people classified significantly above chance for each attribution, prima facie indicating both conscious and unconscious judgment and structural knowledge. Can we trust these knowledge attributions? Rule search did increase the amount of conscious structural knowledge and the secondary task decreased its accuracy. Specifically, when structural knowledge was apparently unconscious (guessing and intuition responses), there was no effect of learning condition nor secondary task on percentage correct. Crucially, when structural knowledge was apparently conscious, a secondary task disrupted correct classification in the rule search condition (see Scott & Dienes in press b for detailed explanation in terms of a dual process model of learning). That is, when subjects were ticking the boxes they seemed to be picking out a real divide in nature. Interestingly, while we did not have sufficient power to really answer the question, guesses and intuitions seemed to behave the same, and both differently from rules and memory. An interesting psychologically real divide in nature may be between conscious and unconscious structural knowledge (see Fu, Dienes, and Fu, in press, for the reality of the distinction between conscious and unconscious judgment knowledge).

Unconscious structural knowledge of motor patterns

Once we have a way of measuring the conscious status of knowledge we can investigate its properties, e.g. the sorts of things that can be learned unconsciously. It has been difficult to establish implicit learning of arbitrary rules; in many tasks involving sequential stimuli, people mainly learn chunks, what adjacent elements can occur together (see e.g. Reber & Lewis, 1977; Pothos, 2007). It is quite sensible for a learning device to fail to pick up on arbitrary rule structures that have very low prior probabilities. Chunking is a type of structure likely to be relevant in many contexts, so it makes sense it is learned easily. But a few more abstract regularities may also be useful and likely in many contexts. A case in point is symmetries. Symmetry is found throughout nature, and it is useful in processing terms to detect it – less storage and less processing is needed once a symmetry has been discerned. Symmetries may indicate genetically fit sexual partners. Symmetries are also intimately related to grammars higher than finite state, and hence occur in the heart of natural languages. Indeed, Kuhn and Dienes (2005) showed people could learn a type of musical symmetry (an inversion), as reflected in their liking ratings, but not in their classification decisions (an attempt to explain these results away, Desmet et al, 2008, did not succeed, Dienes & Kuhn, forthcoming). 

People relate to music mainly in terms of what affective response they have to it, so it not surprising the knowledge only expressed itself in liking. By contrast, movements are judged in a number of ways. Dienes et al (in press) investigated whether people could acquire unconscious knowledge of the same symmetry structure instantiated not in music but in movement.  Pitches can be conceptually arranged on a circle. So asking people to trace their finger around a circle between different arbitrary symbols (Chinese characters), enables exactly the same “tunes” as used in Kuhn and Dienes to be enacted musically (actually just a sub-set of the tunes were used). In a training phase, subjects traced 24 sequences, each 7 movements long (in each the last three movements were the inverses, or mirror transforms, of the first three). In the test phase people traced 20 strings, half of which were structured such that the last three movements were inverses of the first three movements. Chunks did not distinguish the inverses from the non-inverses. Nonetheless, when people gave unconscious structural knowledge attributions (guessing or intuition), they chose inverses rather than non-inverses as having the same structure as the training movements (63% correct). Thus, unconscious knowledge of sequential regularities can be about more than chunks. Obviously this is just a start. But future research can continue to define the limits and possibilities of unconscious knowledge.
Conclusion

In sum, the conscious status of judgment knowledge, and its basis, structural knowledge, can be assessed independently. We show that in the lab unconscious structural knowledge can produce both conscious and unconscious judgment knowledge. We illustrated the assessment of unconscious knowledge both in learning sequential regularities and in catching cricket balls.  Hopefully, the use of subjective measures to distinguish conscious and unconscious knowledge (structural and judgment) is not just a means of classifying mental states but a means of identifying different mechanisms in the mind, but this claim can only be fully substantiated by further research.
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