Abstract

In this paper, we describe the middleware that has evolved from our attempt to capture user descriptions of policies controlling devices and services from natural language. Description Logic (DL) provides a formal link between the natural language processing, the ontology and the middleware. We show that the use of a formalism such as DL opens useful avenues to detecting and resolving conflicts in policies, both in formulation and when resolving them against incoming events and requests. We finish by arguing that pervasive middleware needs to move closer to the users’ abstractions to provide a service for what will be a highly dynamic environment.

1. Introduction

In pervasive computing environments, there is an obvious requirement to allow customisation of the various services to meet the needs of the users of the environment. If the customisation is to be anything more sophisticated than simple selection of a couple of options, a rich interface must be available to allow the user preferences to be explained. In the Natural Habitat project[22], we are exploring how we can capture, interpret and negotiate understanding of these preferences using natural language (NL), relying on the limited domain of discourse to make the NL problem tractable. Throughout this work, we use the term policy to mean a user-defined rule that specifies how some aspect of their environment should behave in response to events and circumstances. This meaning of policy is more general than its use in other research areas, such as defining access control or security permissions.

In this paper, we will be talking about how the emphasis on negotiating meaning from users has shaped the design of our middleware. In particular, our choice of Description Logic [1] (DL) to capture the formal representation of a user’s policy has provided interesting insights into the design of middleware for pervasive systems.
in DL, these are analysed statically and then passed to the policy manager. This component provides a realisation of all the policies in the system, by receiving events from the environment and requests from user applications, and invoking service functionality in accordance with the policies. Our prototype implementation uses the Racer DL engine [8] to maintain the knowledge base. We are currently enhancing the natural language interface, and integrating the system with existing middleware infrastructure, such as the Scooby environment [17].

In the rest of this paper, we make the case for using ontologies within the middleware to allow dynamic configuration of services within the environment, describe the approach we have taken to defining policies, and show how the representation of policies in DL allows the detection of a number of policy conflicts, and simplifies the debugging of policy configurations at run-time.

2. Description Logic Representation and Ontologies

In order to capture user policies, two major components are required: a language formalism in which each policy can be expressed, and an ontology of concepts that the policy body can refer to. Alongside the concepts in the ontology, maintained within the TBox, we maintain a repository of knowledge about specific individuals in the domain, the ABox. Figure 2 shows the general structure of our ontological knowledge base, with a fragment of some typical concepts and roles in each part. We take a modular, layered approach, maintaining a domain-specific ontology and separate lower-level ontologies for each service in the domain. Together, these form a knowledge base that can be used by
the NLP analysis to help guide the interpretation of users’ input, and the generation of a formal representation of each policy. Each ontology module contains definitions of concepts, and the roles played by those concepts.

In building the complete knowledge base, the ontological information is derived from a number of sources, both static and dynamic. Domain knowledge is prepared statically, whilst as services appear, the semantic service description is dynamically integrated into the ontology. We envisage eventually being able to add new concepts learnt from the user, such as their definition of a long document.

The ontology is necessary to process the natural language policy descriptions. Furthermore, the provision of service semantics in the TBox and ABox facilitates the composition of services to meet the demands of users. Without this information, each service could only be configured in isolation, a point well-understood within the Semantic Web community [5], and slowly becoming accepted within the pervasive middleware community [14].

3. User Policies

For the purpose of examining sample policies, we selected a concrete scenario: an office with a number of different printers, in which users can specify policies about which printer to use under which circumstances. Similar formulations could also provide access control rules by specifying policies on the agent and owner of requests and devices. We devised a small sample ontology that serves to represent the concepts and roles of services, devices and objects in the office printing environment. Figure 2 shows a fragment of this sample ontology, expressed in the DL syntax.

Our goal is to explore the design issues required to recognise and support different styles of policy. We introduce a distinction that will play a useful role in formulating our policies, which is the different modes of inference required to handle them. Because we are working with a specific domain, the interpretation can be guided and constrained by domain knowledge about the kinds of policies we expect to see.

3.1. Modes of inference in user policies

In general, policies involve a set of pre-conditions that express when the policy should be applied, and a set of post-conditions that express what should be true when the pre-conditions hold. For example, If a printer is offline (pre-condition), then an e-mail should be sent to Support (post-condition). However, the effect of applying the post-condition can vary in subtly different ways, which can be considered in terms of two modes of inference.

- **Over-write inference**: new facts are asserted when the pre-conditions apply; however in addition, any pre-existing facts that contradict the newly asserted facts are overwritten. To denote over-write policies we use the \( \Rightarrow \) symbol in the rule.

- **Default inference**: when the pre-conditions apply, the facts specified in the post-conditions are only asserted when they do not contradict pre-existing facts. For such policies, we use the \( \text{def} \) symbol to denote a default inference rule.

**Over-write policies** In this style of policy, a request is modified under some specified pre-conditions. For example:

\[
\text{If a print request is sent to LJX and LJX is offline, then print to LJA instead.}
\]

In this example, the post-condition changes the target of the print request referred to in the pre-condition from one value to another. To handle this type of policy, the post-condition must be made true and any contradicting statements should be over-written. We write this rule as:

\[
x \in \text{Print} \ni \\
x \in \text{Print} \ni (\text{name} \cdot 'LJX' \ ni \text{status.OFFLINE}) \Rightarrow \\
x \in \text{Print} \ni (\text{name} \cdot 'LJA')
\]

Note here that is important that the target of \( x \) is changed from the printer with name ‘LJX’ to the printer with name ‘LJA’.

Users may also express negative constraints:

**Don’t print colour documents on LJA**

In this example, the policy expresses a negative constraint which requires that a print job is redirected away from LJA to another (as yet unspecified) printer. Rather than cancelling the request, we need to cancel the value of the target role and leave it to be filled in by some other policy. This policy is expressed formally as:

\[
x \in \text{Print} \ni (\text{patient.colourness.COLOUR}) \Rightarrow \\
x \in \text{Print} \ni (\text{target.name} \cdot 'LJA')
\]

**Default policies** In this style of policy, the user wishes to supply a default value for a role value to be filled in when it is left unspecified in a request. For example:

**The default printer for printing colour documents is COLIX.**

Here, the pre-condition is that there is a print request involving a colour document and for which there is no printer specified. The post-condition is that the target of the print request should be COLIX. In this example, a print request which has a printer specified should not be modified. This corresponds to default inference, where the consequent should be inferred unless there is evidence to the contrary. This policy is then:

\[
x \in \text{Print} \ni (\text{patient.colourness.COLOUR}) \ni \text{def} \\
x \in \text{Print} \ni (\text{target.name} \cdot 'COLIX')
\]
In the same way as for over-write rules, a default rule may employ negative constraints. This enables users to specify policies such as “Unless explicitly specified, don’t print documents on colour printers”.

We note that the natural language expression of a policy will often be ambiguous between an overwrite rule and a default rule interpretation. For example, a user may say, Send colour documents to COLIX. In this case, the user may assume a default rule interpretation by the system or they may intend that all colour documents should be printed on COLIX regardless of the target specified in the print request. In such ambiguous cases, we intend to generate both possibilities and query the user as to which is intended. In future work, it may be possible to have meta-policies about which type or style of policy is most likely.

4. Policy Management

Once a user has formulated their policy using whichever modes of interaction they prefer, the result is a formally-specified policy representation: a rule, with DL terms for its pre- and post-conditions. These terms refer to concepts, roles and individuals in the Ontology, hence the policy representation is a relatively high-level intermediate form. We believe that this is an important design aspect, since our middleware components for analysing, managing and implementing policies need to work with abstractions closer to the user-level. This becomes apparent when considering the interactive and bidirectional nature of policy formulation: as the system performs analysis it can feedback information such as conflicts and ambiguity to the user, using structures and terms that are familiar. We cannot expect non-technical users to debug their policies at the system implementation level.

As indicated in the system overview of Figure 1, each user policy is passed into the middleware components (policy analysis and management) where it is integrated with the system and can then be applied to alter the behaviour of requests. These components are examined in more detail below.

4.1. Ordering and Analysis

In any realistic situation, a user is likely to have many policies about how to manage their pervasive computing environment. Furthermore, as discussed in Section 3, the post-condition of a policy can over-write information in service requests, and hence affect the applicability of other policies. This introduces the need for our system to consider the whole set of policies, and to analyse how adding a new policy affects the global behaviour. Dealing with multiple policies immediately gives rise to questions such as:

- Ordering: which policies should be considered before others, e.g. should specific policies be considered before general default policies?
- Conflicts: what should happen if two policies specify post-conditions that clash, for example.
- Chaining: is it reasonable for the application of one policy to have a knock-on effect that causes other policies to then be applied? Can we detect policies that may loop by feeding into each other?

To help us gain a better insight into users’ expectations about the system’s behaviour, we are conducting a small pilot study. The aim is to elicit users’ conceptions of how a small set of policies would be applied in a simple scenario, and to improve our understanding of how policies should be ordered and applied in practice. This study is on-going work, but initial findings suggest that users do have expectations about how and when multiple policies should be applied, and we are able to feed this into the policy analysis task.

On the assumption that the policy manager must consider the set of policies in some order, the policy analysis component of our system has the task of determining where to place each new user policy into this ordering. It is during this process of analysis that we can detect certain conflicts and ambiguities in the set of policies, and pass this information back to the user interface to assist them in formulating their policies. By analogy with programming environments, the policy analysis phase performs static type checks on the fledgling policy.

Our use of DL for the formal policy representation is of great benefit for analysis, since there are well-defined logical tests for subsumption and disjointness that enable us to compare policies based on their pre- and post-condition descriptions. For example, this simplifies the creation of one possible policy ordering, where policies with more specific pre-conditions are considered before more general ones. Similarly, if the pre-conditions of two policies are not disjoint or related by subsumption, then we may consider this ambiguous and seek clarification from the user. The Racer system we are using as the knowledge base implements these logical operations as standard, allowing us to work with the higher-level, more abstract, DL.

Since our user studies are ongoing, the policy analysis engine has been implemented in a modular way, so that different policy ordering approaches can be tested. Our current analysis module places policies into an approximate linear order based on subsumption of pre-conditions, so that more specific policies will be examined before more general policies. This initial choice reflects our current intuitions about the system behaviour, but can be altered in the light of user study outcomes.
4.2. The Policy Manager

The policy manager is the other major component of the middleware in our system. It makes use of the ordered set of user policies produced by the analysis phase described above, by examining events and requests for service functionality and applying relevant policies to the requests before invoking the actual functions. Conceptually, the policy manager takes each request and considers policies in order, checking to see if the pre-condition is met and if so, altering the request so that it meets the post-condition of the policy. This process continues, for some sequence of policies, until the request has been modified according to the user’s set of policies. The policy manager then determines from the resulting modified request what information to pass to the actual service functionality.

For example, recalling the printing example policies introduced in Section 3, an incoming Print request might initially only specify which document is to be sent. By considering and applying a sequence of policies, the policy manager alters the request so that the printer target is now specified, in accordance with the user’s preferences. Ultimately, the policy manager then identifies from the resulting altered request enough information to invoke the printing service with a specific document and printer name.

Even given the existence of a policy ordering, there are a number of choices to be made in the design of the policy manager’s core activity:

- How do we decide whether a request, in its current state, meets the pre-condition of some policy?
- Since policies can over-write and add new information to the request, how can these changes be managed?
- At what point does the policy manager stop applying policies and convert a request into an actual service invocation?

Again, these decisions are affected as much by user expectations of the system behaviour as by purely technical considerations. Hence, our current implementation is also modular with respect to the policy testing and application algorithms.

Our policy manager implementation takes a constraint-based approach, where we consider each DL term in policies and requests as an individual constraint. Then, the process of applying policies to modify requests involves building up a combination of these individual constraints that reflects the changes made to the request, in accordance with the post-conditions of policies. The use of DL is particularly helpful in this approach, because one of its key features is support for combining partial descriptions into a more complex whole. In essence, that is the task of the policy manager: taking partial descriptions (i.e. requests) and combining them with other partial descriptions (policy conditions) to produce a resulting request that satisfies the constraints made by the user’s policies.

5. Discussion and Related Work

Policy management of distributed systems has been studied for many years. For example, the Ponder language [13] from Sloman et al has been used to provide a software engineering view of conflict resolution [11], whilst more recent work has used the Event Calculus approach of Bandara [3] to explicitly model how policies will interact in a specified environment. The KAoS system [19, 21] employs DLs to represent and analyse policies, but with the more specific notion of policies for access control. However, we believe we are the first to propose the use of Description Logic to model more general policies than access control, and it is part of our future work to discover mappings between our approach and these alternative approaches to policy management.

Recent interest in the Semantic Web [4] has led to a proliferation of potential ontology representation formalisms. Baader et al. [2] note that DLs are ideal candidates for ontology languages since they provide a well-defined semantics and powerful reasoning ability. Further, as noted by Stevens et al. [18], they are the underlying logical formalism of the web ontology languages OIL [7] and DAML+OIL [10]. Web Services [12] and the use of ontologies for the Semantic Web [2, 7, 15] have also examined the problem of service composition, although this has been focused primarily on programmatic access to services. For example, foundations such as WSDL [6] and DAML [9] enable programmable software agents to locate and compose services as required to carry out a higher-level goal. This involves the field of Artificial Intelligence (AI) Planning, by attempting to automatically determine how lower-level services can be built into a new higher-level service. While this approach is an interesting research area, the aim of having software agents automatically compose services is an ambitious one. In contrast, we take a complementary, user-centred approach: a key principle of our system is that the user is in control of how services are connected to implement a policy.

There has been work in the area of pervasive computing in integrating the ontology into the middleware [14], techniques for allowing the user to configure services [20] and approaches to using various logics to coordinate services [16]. However, there is still no commonly accepted middleware incorporating ontologies for service discovery and composition.

6. Conclusion and Future Work

We have presented evidence that typical natural language descriptions of policies controlling the disposition of re-
quests to use devices can be formalised using Description Logic, and that the DL can be used to provide an intuitive and efficient ordering for the checking of policies against incoming requests and events. Further, by checking the subsumption and disjointedness of policies, we can detect a limited set of conflicts at compile-time, and by checking the satisfiability and realisability of rewritten requests against the state of the world captured in the ABox, we are able to detect problems at run-time. We believe that this indicates that the way forward for pervasive middleware is to provide abstractions closer to the user, and thereby facilitate the users’ control of their environment.
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