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Figure 1. Some key regions of brain activity (in white circles) for assessment of perceived usability (left to right): left medial frontal 

gyrus, left superior frontal gyrus, right superior frontal gyrus, right precentral gyrus, left claustrum, and left putamen. 

ABSTRACT 

Usability has a distinct subjective component, yet 

surprisingly little is known about its neural basis and relation 

to the neuroanatomy of aesthetics. To begin closing this gap, 

we conducted two functional magnetic resonance imaging 

studies in which participants were shown static webpages (in 

the first study) and videos of interaction with webpages (in 

the second study). The webpages were controlled so as to 

exhibit high and low levels of perceived usability and 

perceived aesthetics. Our results show unique links between 

perceived usability and brain areas involved in functions such 

as emotional processing (left fusiform gyrus, superior frontal 

gyrus), anticipation of physical interaction (precentral gyrus), 

task intention (anterior cingulate cortex), and linguistic 

processing (medial and bilateral superior frontal gyri). We 

use these findings to discuss the brain correlates of perceived 

usability and the use of fMRI for usability evaluation and for 

generating new user experiences. 
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INTRODUCTION 
Usability is a key concept in human-computer interaction 

(HCI) that concerns the ease, effectiveness, and satisfaction 

with which users achieve their goals when interacting with 

computers. Usability can be measured both objectively (e.g., 

task completion time) and subjectively (e.g., asking users 

about their satisfaction) [43]. Such measures are important 

for evaluating computer systems and driving HCI research. 

For instance, improved usability increases the return on 

investment for information technology [53] and poor 

usability wastes billions of dollars every year [11].  

The construct of usability, however, raises many open 

questions. For instance, the ISO 9241 standard names three 

aspects of usability, but others include different dimensions 

[40, 68, 79]. Thus, usability is not a clear construct. 

Moreover, while the relationship between usability and 

aesthetic appeal has been much researched (e.g., [7, 57, 58, 

82]), one key question that remains is whether what is 

beautiful is also perceived as usable [57, 82], that is, whether 

and how immediate impressions of aesthetics influence 

subsequent performance/ assessment of usability.  

We present an exploratory study of the neuroanatomical 

correlates of usability using functional magnetic resonance 

imaging (fMRI). The key motivation is to fill the gap in 

research on the neural basis of usability, and its similarities 

and differences to aesthetics. The study is exploratory and we 

hold no strong a priori hypotheses because (a) no prior work 

has used fMRI to investigate the neural basis of usability and 

(b) the literature on usability rarely hypothesize about 

relations or overlap among constructs. 

The goal of this work is to link different components of 

usability to particular brain areas (and their underlying 

cognitive functions). We do so by comparing differences in 

brain activation during the judgment of aesthetics and 

usability, so as to identify the overlapping and uniquely 

activated brain areas and discuss associated cognitive 

functions. This allows us to make three contributions: 

 We identify brain areas specific to usability and areas 

shared with aesthetics;  

 We analyze usability theory based on an interpretation of 

the function of those brain areas; 
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 We outline uses of fMRI for usability evaluation and for 

generating new user experiences. 

RELATED WORK 

Here, we will first discuss the construct of perceived usability 

and then review the principles of fMRI. Then we will 

highlight the lack of earlier fMRI studies on usability and 

describe the benefits of this line of work. 

Perceived Usability 

Usability as a construct has been widely accepted and 

disseminated in the HCI field. According to ISO [1], 

usability concerns the effectiveness, efficiency, and 

satisfaction with which users can achieve their goals when 

interacting with computers. Recently, there has been a surge 

of interest in user experience, bringing a focus on temporality 

and concepts such as the affective and the hedonic [38]. In 

addition, ISO [1] defines user experience as "a person's 

perceptions and responses that result from the use or 

anticipated use of a product, system or service". Following 

this definition, user experience includes many aspects of 

users’ perceptions and experiences during and after use, 

including emotions, beliefs, and physical and psychological 

responses. Because of this, user experience has gained 

immense interest in HCI, as it highlights the non-utilitarian 

aspects of human-technology interactions, and focuses on 

user affect, sensation, and meaning as well as the value of 

such interactions in everyday life [55]. Although there is 

some controversy regarding the extent to which usability and 

user experience differ [8], we will refer to the construct of 

usability for the rest of the paper.  

Despite the success and wide use of the usability construct, a 

variety of issues with its use persists (e.g., [56, 57]). First, 

usability is often considered to have different components or 

dimensions. The ISO 9241 standard, for instance, separates 

components of effectiveness, efficiency, and satisfaction; 

other definitions include different dimensions [40, 68, 79]. 

However, these dimensions correlate differently and 

sometimes only weakly [27]. And for some dimensions, 

many measures show unclear correlations [43].  

Second, usability can be measured both objectively and 

subjectively. Examples of objective methods include 

usability testing and psychophysiological measurements 

(e.g., using functional near infrared spectroscopy (fNIRS) in 

usability testing [41, 42, 60] and using  

electroencephalography (EEG) to evaluate visualization 

effectiveness [6] or to compare two user interfaces for 

managing personal photos and storytelling [85]). Examples 

of subjective methods include AttrakDiff2 [37] and the User 

Experience Questionnaire [54]. All are based on self-reports, 

collected verbally or non-verbally, and in-situ or post tasks. 

The relationship between subjective and objective measures 

is mixed, but some findings suggest much lower correlations 

than would be expected [27]. Even self-reports on usability 

may differ. Lindgaard and Dudek [57] found differences 

between ratings and interviews, suggesting that “rating scales 

and interview statements may tap different interface 

qualities.”  

Third, the specific relationship between usability and 

aesthetic appeal has been widely researched (e.g., [7, 57, 58, 

82]). One key onus of this debate concerns whether “what is 

beautiful is usable” [57, 82], that is, whether and how 

immediate impressions of aesthetics influence subsequent 

performance and assessment of usability.  

In sum, usability is widely used and beneficial to HCI. 

However, as a construct it remains evasive, with several open 

issues regarding exactly what usability is and how it 

compares to related concepts (e.g., aesthetics). Here, we limit 

the scope of user experience to perceived usability to help 

address in particular the first and third question above about 

the usability construct.  

Functional magnetic resonance imaging (fMRI)  

fMRI is a functional neuroimaging procedure that uses MRI 

technology to measure brain activity by detecting associated 

changes in blood flow [44]. The most common approach to 

fMRI uses the Blood Oxygenation Level Dependent (BOLD) 

contrast [44]. BOLD fMRI allows us to measure the ratio of 

oxy- (oHb) to deoxy-haemoglobin (dHb) in the blood. This 

does not directly measure neuronal activity. However, it does 

measure the metabolic demands (or oxygen consumption) of 

active neurons. Images constructed from fMRI during 

performance of different tasks reflect the parts of the brain 

that are active, and may reveal the brain structures that are 

activated together. This technique has higher spatial 

resolution and more accurate activation localization 

compared to EEG and fNIRS. 

The human cerebral cortex is mapped by divisions into 

different functional areas known as Brodmann’s areas. A 

Brodmann Area (BA) is a region of the cerebral cortex in the 

human brain, defined by its histological structure and 

organization of cells. Each BA can correlate with more than 

one cortical function and vice versa. For example, BA 1/ 2/ 3 

are the primary somatosensory cortex which contains tactile 

representation of our body ([52]). In contrast, BA 10 

occupies parts of superior frontal gyrus and the middle 

frontal gyrus. Therefore, reporting neural activations using 

fMRI should include information of both systems (cortical 

function area and BA number). 

Functional MRI has been used in HCI to help understand 

cognitive functions during interactive tasks. Pine et al. [73], 

for example, analyzed the brain areas activated during the 

performance of a navigation task. Baumgartner et al. [9] 

studied brain activations associated with the experience of 

presence during a video of a virtual experience. A guide on 

conducting fMRIs studies can be found in [23].  

Recent neuroimaging studies using fMRI have shown that 

user experience parameters might be reflected in brain 

activity measurements. In these studies, activated brain 

regions were investigated and associated with certain 

parameters. However, a common problem with interpreting 
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fMRI is reverse inference, in which certain brain regions are 

alleged to indicate the activation of previously-labeled 

cognitive processes [23]. This problem arises because a 

particular brain region is seldom associated with only a single 

cognitive process [75]. Nonetheless, reverse inference is still 

useful in the discovery of interesting new facts about the 

mechanisms underlying a cognitive task. In fact, 

philosophers have previously argued that reverse inference 

(or ‘abductive inference’ in [71]), is an essential tool for 

scientific discovery [75, 76]. We mention this because the 

later has to carefully guard against mistakes in inferences 

about brain areas related to perceived usability. 

Functional MRI studies of Usability and Aesthetics 

Due to its advantage of opening the “black box” underlying 

user experience, fMRI has been employed in several studies 

in HCI, especially for exploring virtual reality (VR). For 

example, Sjölie et al. [80] used fMRI to investigate the 

influence of two VR parameters, 3D-motion and interactivity 

for a mental rotation task. They found the most significant 

activations during the mental rotation task to be in the 

superior parietal lobe and occipital lobe. Clemente et al. [21] 

employed fMRI to investigate the sense of presence during a 

VR-free navigation task and found that frontal, parietal, and 

occipital regions were activated during the free virtual 

navigation. Anderson et al. [5] used fMRI to study users’ 

habituation to security warnings. Their findings showed that 

the regions involved attentional processing (left and right 

superior parietal cortex) had higher activation for 

polymorphic than for static warnings, while the opposite was 

true in regions related to memory retrieval processes 

(bilateral medial prefrontal cortex and the left retrosplenial 

cortex). However, we are not aware of any study that has 

investigated the construct of usability or perceived usability 

using fMRI. Because of this, any first step of identifying the 

neural correlates of usability is exploratory, with no strong a 

priori hypothesis, rather than theory driven. This is similar to 

how fMRI studies on aesthetics started (e.g., [50]).  

In contrast to usability, aesthetics has been investigated 

widely using fMRI to study the neural basis of the perception 

and experience of aesthetics. It has been shown that the 

pleasure elicited in people when they look at beautiful object 

is linked to general reward circuitry [51]. For example, when 

subjects passively viewed different types of faces, a 

significant effect was seen in the nucleus accumbens (NAc) 

[2, 50], an area close to the prefrontal cortex, and this effect 

was particularly seen in response to the more attractive 

female faces. In addition, activation of the caudate part of the 

striatum, which has an established role in processing reward 

related information [25], has been found to be correlated with 

the attractiveness of faces that held eye-contact with the 

subjects [47], and also with positive words [35]. This area, 

along with the cingulate gyrus and the middle frontal gyrus 

have been reported to be activated when judging the 

aesthetics of paintings [49, 83], pictures of soft drinks [69], 

and different types of faces [2]. A more detailed review can 

be found in [51] and [20].  

In addition, as there might be a high correlation between the 

construct of usability and aesthetics, a topic that is currently 

being debated in HCI, an fMRI study will be helpful in 

answering this question. This can be done by comparing and 

contrasting the brain areas (and their cognitive functions) 

activated when looking at the perceived usability and 

aesthetics of the same type of visual stimuli.  

EXPERIMENT 1: BRAIN RESPONSES TO WEBPAGES 

The goal of Experiment 1 is to investigate whether 

differences in stimuli with respect to perceived aesthetics and 

perceived usability could be detected through fMRI scanning. 

We also wanted to investigate whether brain areas associated 

with perceived usability and with perceived aesthetics 

overlap. We looked at perceived usability and perceived 

aesthetics because (a) those are important to the discussion of 

the construct of usability, were prominent in reviews of 

usability measures (e.g., [8]), and were used in earlier studies 

of webpages (e.g., [59]) and (b) because they are feasible to 

study in an fMRI scanner, which has the benefit of evaluating 

users’ perceptions (of which perceived usability is one 

element).  

Design 

Independent Variables and Design 

The study looked at two factors, perceived usability and 

perceived aesthetics, with unique stimuli for each. The 

factors were manipulated through websites that scored high, 

medium, or low on these measures in a pre-study. Thus, the 

independent variables are perceived usability and perceived 

aesthetics, each with three levels (low, medium, and high).  

Selection of stimuli 

We collected 400 webpages as candidates for the stimuli to 

be used for the main study. The aim was to find web pages 

that “appear particularly usable, beautiful, stimulating or 

useful, or conversely, particularly unusable, ugly, dull, or 

irrelevant.” All pages were in English and were captured as 

screenshots of 1920x1080 resolution. This procedure, 

including the rating described below, was similar to other 

studies on the visual perception of webpages [59, 67, 82].  

On the crowdsourcing intermediary site CrowdFlower [22], 

492 persons rated screenshots of webpages. Each rated five 

to fifteen pages on a variety of measures, including: 

 Perceived usability, measured by a single question “How 

do you rate the usability of this web page?” (on a seven-

point scale from “unusable” to “usable” [82]).  

 Perceived aesthetics, measured by a single question, 

“How do you rate the beauty of the webpage?” (on a 

seven-point scale from “ugly” to “beautiful” as in [36]). 

Participants also rated the webpages on their hedonic and 

pragmatic qualities (with eight questions from a shortened 

version of AttrakDiff2 [37]), goodness (as measured by a 

seven-point differential from “bad” to “good”, as in [59]), 

and perceived aesthetics (measured by six questions from 

[81]. The questions covered so-called classical aesthetics, 
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e.g., “clear”, and expressive aesthetics, e.g., “sophisticated”). 

We did not use the last question (expressive aesthetics) 

except to check our selection of stimuli, as this would have 

required a further experimental construct. Participants could 

not interact with the webpages. 

To select the stimuli to be used for the fMRI study, we 

ranked the webpages on the dimensions of perceived 

usability and perceived aesthetics separately to form three 

groups of the top 20% (80 webpages), middle 20%, and 

bottom 20% of each dimension. To ensure the least 

interaction between measures, we selected 25 webpages from 

each group that had the greatest difference in rank between 

perceived usability and perceived aesthetics, for a total of 

150 unique webpages (Table 1). Here the correlations 

between perceived beauty and usability were similar, as 

found in previous studies (e.g., Tractinsky et al. [81], Tuch et 

al. [82]). Thus, the two attributes seem to be consistently 

related. In this design we use different pages for ratings of 

beauty and usability so that recognizing a stimuli would not 

generate spurious brain activations. 

 Beauty (N=75) Usability (N= 75) 

Low Med High Low Med High 

Perceived 

Usability 

4.63 

(.51) 

4.99 

(.40) 

5.37 

(.36) 

3.89 

(.52) 

5.24 

(.14) 

6.08 

(.23) 

Perceived 

Aesthetics 

3.20 

(.47) 

4.89 

(.12) 

5.98 

(.17) 

4.37 

(.52) 

4.04 

(.55) 

5.07 

(.51) 

Table 1. Average ratings (with standard deviation) of webpages 

selected for the fMRI study.  

Functional MRI scanning method 

Participants 

Eight right-handed participants (4 males; mean age 27.4 ± 

6.0) participated in the experiment. The participants were 

screened using a clinical questionnaire to ensure that none 

had a current or prior history of head injury, learning 

disability, or psychiatric illness. All participants were 

reported to be free of psychotropic medication and had 

normal or corrected-to-normal vision. Each participant gave 

written informed consent after the explanation of the 

experimental protocol, as approved by the local Ethics 

committee. The participants were paid $15.  

Procedure 

Perceived usability and perceived aesthetics were separated 

in the experimental design and treated as two separate 

investigated factors (see Figure 3). For each factor, webpages 

of three levels were shown randomly to participants. This 

followed previous studies (e.g., [46]) and was also done to 

reduce the boredom of participants if webpages of the same 

category are shown continuously.  

As a consequence, participants viewed a total of 150 

webpages representing two factors (perceived aesthetics and 

perceived usability). Each factor had three levels (Low, 

Neutral, and High), and each level had a group of 25 

webpages. Webpages for all levels of a factor (75 in total) 

were presented in a random order between levels. The order 

of presentation of factors (one followed by the other) was 

counter-balanced between participants. The participants were 

instructed before viewing the webpages for each factor that 

they would be rating either aesthetics or usability. The 

instruction was provided on a screen with only the word 

BEAUTY or USABILITY at the screen’s center for 2s. All 

webpages were converted into 1024 x 768 resolution to 

match the resolution of the fMRI display. 

 

Figure 2.  Setup of a participant just before entering the fMRI 

machine. The participant had two keypads with two keys each, 

and a head mounted mirror to see the screen at the back. 

 

Figure 3. Procedure for one experiment, where the beauty (i.e., 

perceived aesthetics) was viewed and rated first. 

 

Figure 4. Procedure for one trial 

Each trial started with a fixation cross displayed at the middle 

of a blank screen for a random duration (Inter-Stimulation 

Interval - ISI) between 8 and 12s. This randomized ISI was 

designed to reconstruct the BOLD response with better 

precision. Next, a webpage was shown for 5s, which gave the 

participant enough time to observe and form an opinion. A 

blank screen with a cross at the middle was then displayed 

for 3s, after which the participants were asked one of the two 

questions corresponding to the factor being tested: 

Rate the usability of the last shown picture 

Low          Neutral            High 

or 

Rate the beauty of the last shown picture 

Low          Neutral            High 

The participants were given unlimited time to answer the 

question for each webpage. There was a break of 30s 

between the ratings of perceived aesthetics (beauty) and 

BEAUTY USABILITY

2s View & rate 
“beauty”

2s View & rate 
“usability”

75 webpages 75 webpages30s
BREAK

8-12s 5s 3s

RATING
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perceived usability (usability), see Figure 3. Figure 4 shows 

the timing of each trial. Participants were instructed to rate 

the perceived aesthetics of a webpage by its overall visual 

attractiveness and appeal, and to rate perceived usability of a 

webpage by its ease of use and navigation, and ease by which 

information could be obtained. The stimuli exposure time 

(5s) follows other works that have presented visual stimuli in 

fMRI [5, 30, 45]. Jacobs et al. [45] argued that longer 

presentation time of visual stimuli lead to activation patterns 

associated with a deeper processing of the stimuli. However, 

we had to balance the duration of the scanning (1 hour) and 

the number of stimuli to be presented.  

After being in the MRI scanner, participants went through all 

the webpages in the stimuli set again and inputted their 

detailed ratings, using the same questionnaires as in the 

CrowdFlower pre-study. This was done because the 

participants who performed the fMRI scanning were different 

from those who completed the pre-study, and allowed us to 

check if answers were consistent between the two groups. 

The questionnaire was completed on a laptop, outside the 

MRI scanning room. Participants entered their answers on a 

7-point Likert scale, as in Figure 5.  

 

Figure 5. Post-scan webpage rating task 

The experiment lasted about 1h 15m per participant, with 

60m scanning and 15m for the post-scanning questionnaire.  

MRI Data Acquisition 

Experiments were run with the Psychophysics Toolbox [14]. 

Neuroimaging data was acquired with a 3T Siemens 

Magnetom Skyra MRI scanner. Subjects were placed in a 32-

channel RF head coil with a mirror mounted on the coil to 

view the webpages.  Soft padding was placed on either side 

of the head to limit head movement during fMRI image 

acquisition. Webpages were presented on a screen mounted 

at the back of the scanner, which participants could observe 

through the attached head-mounted device. Ratings of 

webpages were collected using a 4-key fiber-optic Lumina 

response box (see Figure 2). Functional images were 

acquired with the following parameters for T2*-weighted 

gradient echo sequence: 64 x 64 matrix, TR = 2,500ms, TE = 

30ms, FOV = 192mm, flip angle 90. Thirty-six slices were 

acquired to cover the whole brain with an interleaved slice 

acquisition and 3 x 3 x 3 mm voxel resolution. In addition, a 

high resolution structural scan was acquired with T1-

weighted MP-RAGE sequence (256 x 256 matrix, 192 slices 

in sagittal plane and a 0.9 x 0.9 x 0.9 mm voxel). 

Analysis Method 

Statistical Parametric Mapping software (SPM8; Welcome 

Trust Centre for Neuroimaging) was used for image data 

processing and analysis. The first seven scans were excluded 

from the analysis to eliminate the decay of the fMRI signal 

associated with the moment when magnetization reaches 

equilibrium. Functional data from each run were aligned to 

the run nearest in time to the acquisition of the structural 

scan. Then, the mean image produced during the process of 

realignment, and the realigned images were co-registered to 

the high-resolution T1 anatomical image. All images were 

spatially normalized to standard MNI space. They were then 

spatially smoothed using 10-mm FWHM Gaussian kernel to 

facilitate group analysis, and a high-pass filter of 1/128 Hz 

was used to eliminate low-frequency components. The 

functional imaging data were modeled using a boxcar 

function with head motion parameters as unrelated 

regressors. Parameter estimates for each condition (three 

types of stimuli) were calculated from a general linear model 

(GLM) based on the hemodynamic response function with 

overall grand mean scaling. Whole-brain statistical 

parametric mapping analyses were performed. The t-contrast 

images were generated for comparison at each voxel. 

Statistical tests were first assessed in individual subjects, and 

then random effect analyses were conducted based on 

statistical parameter maps from each individual subject, to 

allow population inference. A one-sample t-test was applied 

to determine group-level activation for intelligibility effect. 

This process was similar to previous works [26, 29].  

RESULTS OF EXPERIMENT 1 

Behavioral results 

On average, it took participants 0.93s (SD = 0.49s) to rate a 

webpage in the scanner. A t-test shows no significant 

difference in response time between perceived aesthetics (M 

= 0.90s, SD = 0.71s) and usability (M = 0.96s, SD = 0.79s), p 

= 0.22. An ANOVA with Bonferroni correction shows no 

significant difference in response time within the perceived 

aesthetics groups (p = 0.67). However, participants spent less 

time rating high usability webpages compared to low 

usability ones (p < 0.005).  

We compared the ratings obtained from CrowdFlower (called 

cloud ratings), from participants while inside the scanner 

(called inscan ratings), and from participants in the post-scan 

task (called postscan-ratings). A Pearson’s correlation test 

between cloud-, inscan-, and postscan ratings shows that 

participants were fairly consistent in rating webpages during 

and after the scans (r = 0.74). However, it also shows that 

judgment regarding the perceived usability of a webpage is 

fairly personal, with cloud- and inscan ratings having r = 

0.52. Figure 6 illustrates these different types of responding 

time.  
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Figure 6. Inscan responding time with standard error bars. 

Testing of Brain Activity 

To analyze the fMRI data, we contrasted conditions of 

interest corresponding to each level of perceived aesthetics 

and usability by assigning values of 1 and -1 to the regressors 

of interest, and 0 to all other regressors. The brain activity 

occurring with when there were no stimuli presented was 

used as baseline condition and was assigned a value of 0 in 

all contrasts. Following the experimental design, we analyzed 

perceived aesthetics and usability separately.  

Specifically, we first did pair-wise comparisons between 

baseline and stimuli for aesthetics and usability. We then did 

pair-wise contrasts of brain regions that were active during 

the different levels of usability and aesthetics (e.g., low vs. 

high). That helped to identify regions involved in different 

levels of usability and aesthetics.  

Brain Correlates of Perceived Aesthetics 

We observed a large number of activation areas across the 

brain during the judgment of perceived aesthetics. Table 2 

shows the details of these areas for the contrasts of perceived 

aesthetics vs. baseline. We found several regions in frontal 

lobe, temporal lobe, limbic lobe, and basal ganglia that were 

activated in the contrast of perceived aesthetics vs. baseline 

(p < 0.001). Table 2 also shows the details of activation areas 

for the comparisons of different levels of perceived aesthetics 

(low/medium/high). We found activations in the frontal lobe, 

parietal lobe, and the limbic lobe for both the high vs. low 

and high vs. medium comparisons of perceived aesthetics.  

Discussion of Perceived Aesthetics 

The brain areas found to be specific to perceived aesthetics 

are in line with those found for non-webpage stimuli. For 

instance, we observed strong activation in the left middle 

frontal gyrus, suggesting that people rate the perceived 

aesthetics of webpages similarly to pictures and architecture 

stimuli [46, 84]. This may be because most webpages include 

commodity design elements such as columns, frames and 

headings. These commodity design elements add 

architectural features to the static webpage, thus capturing 

users’ attention. In addition, the activations seen in the 

bilateral inferior frontal gyrus, claustrum, and insula are 

similar to a previous study demonstrating baby schema [30], 

suggesting that the participants may perceive the features of 

webpages as cute or motivating a sense of caretaking in the 

subjects. Activation of the sub-gyral, an area associated with 

the hippocampus [18], suggests that the perceived aesthetics 

of webpages are also judged based on visual aesthetic 

perception. Thus, our study found activation areas related to 

perceived aesthetics that were also reported in previous 

studies involving aesthetic stimuli. 

Structure  BA k x y z p 

Aesthetics - baseline 

Frontal lobe        

Middle Frontal Gyrus L 10 168 -40 42 14 1.3E-5 

Inferior Frontal Gyrus R 45/47 68 49 20 11 0.0001 

Medial Frontal Gyrus R 9 27 5 44 18 0.0002 

Medial Frontal Gyrus  L 10 27 -1 47 12 0.0004 

Temporal lobe        

Superior Temporal Gyrus L 22 41 -45 -5 -4 1.6E-5 

Limbic lobe        

Anterior Cingulate R 24 260 1.86 31 5.44 9.9E-6 

Insula R 13 103 43 -6 3 3.5E-5 

Insula L 13 151 -43 -14 3 4.5E-5 

Sub-Gyral (Hippocampus) R  28 35 -45 4 3.9E-5 

Cingulate Gyrus L 23 25 1.4 -27 24 0.0002 

Cingulate Gyrus R 31 25 1.29 -31 32 6.9E-5 

Basal ganglia        

Lentiform Nucleus / 

Putamen 
L  151 -29 -11 -2 0.0005 

Claustrum L  110 -26 -13 22 7.8E-6 

Caudate (Caudate Tail) R  28 29 -34 8 0.0007 

Aesthetics (High – Low) 

Frontal lobe        

Middle Frontal Gyrus L 46 12 -46 19 20 2.5E-5 

Parietal lobe        

Angular Gyrus  L 39 6 -29 -62 31 1.8E-5 

Precuneus L 19 6 -32 -68 39 0.0007 

Limbic lobe        

Cingulate Gyrus R 24 5 4.12 5.23 38.17 4.4E-5 

Aesthetics (High – Med) 

Frontal lobe        

Medial Frontal Gyrus R 6 50 1 1 57 0.0002 

Medial Frontal Gyrus L 6 8 -7 0 59 0.0002 

Paracentral Lobule R 31 10 4 -13 47 0.0003 

Paracentral Lobule L 31 7 -2 -21 46 1.3E-5 

Parietal lobe        

Inferior Parietal Lobule L 40 7 -57 -27 26 0.0002 

Inferior Parietal Lobule R 40 7 57 -29 36 4.0E-5 

Limbic lobe        

Cingulate Gyrus R 24 11 1.31 4.98 40.81 0.0002 

Cingulate Gyrus L 24 10 -7.1 -14.8 41.49 0.0002 

Table 2. Regions activated in the parametric analyses of inscan 

ratings for perceived aesthetics. Here, L/R refers to the Left/ 

Right cerebrum of the brain; BA refers to the Brodmann area 

number; k is the cluster size of the activation, measured in the 

number of voxels; x, y, z are coordinates in Talairach space; and 

p is the probability of the comparison. 

Brain Correlates of Perceived Usability 

Similar to the findings for perceived aesthetics, the 

comparison of Perceived Usability vs. baseline revealed 

activations across the brain in the frontal, temporal, and 

limbic lobes (p < 0.001). The activated areas are shown in 

Figure 1 and Table 3, and are discussed further in the next 

paragraph. Specifically, we found that in some areas in the 

frontal, parietal, and limbic lobes, and in the basal ganglia, 

responded to the differences in perceiving different levels 

(high, medium, and low) of usability. Here, only the high vs. 

low and medium vs. low comparisons of perceived usability 

yielded activations (p < 0.001), while no significant 

activation was found for high vs. medium.  

0

0.5

1

Low Med High Low Med High

Beauty Usability
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Discussion of Perceived Usability 

Perceived usability was found to be associated with increased 

activation of several premotor areas, including the superior 

frontal gyrus (BA6) and the precentral gyrus (BA6). The 

latter showed increased activation with increased usability. 

One interpretation of BA6 is that it is associated with 

planning complex movements, as it is the site of the premotor 

cortex and supplementary motor cortex [19]. Similarly, the 

right superior frontal gyrus (BA10) is involved in planning to 

use something [19]. In addition, the right superior frontal 

gyrus (BA10) was found to be activated in a previous study 

of reward in an N-back task (where subjects watch a 

sequence of stimuli and need to recall whether the current 

stimulus was the same as the previous Nth-stimulus) [74]. The 

region was also found to be activated in a self-aware state 

[31]. This suggests that the process of planning to use a 

webpage and self-reflection on how to use the webpage 

viewed were stimulated. The activation of these areas was 

specific to usability.  

Structure  BA k x y z p 

Usability - baseline 

Frontal lobe        

Middle Frontal Gyrus L 9 30 -32 26 29 7.3E-5 

Medial Frontal Gyrus L 9/10 26 -4 56 10 0.0005 

Medial Frontal Gyrus R 8 16 1 28 38 2.1E-5 

Superior Frontal Gyrus L 8 24 -2 35 54 1.8E-5 

Superior Frontal Gyrus R 6 12 4 15 55 0.0001 

Temporal lobe        

Middle Temporal Gyrus R 19/37 22 35 -57 14 0.0001 

Limbic lobe        

Cingulate Gyrus (31) L 31 62 -21 -45 30 4.6E-6 

Posterior Cingulate (31) R 31 20 1.29 -58 24 0.0001 

Usability (High – Low) 

Frontal lobe        

Superior Frontal Gyrus R 10 17 27 49 26 0.0001 

Fusiform Gyrus L 37 11 -46 -60 -12 2.3E-5 

Cingulate Gyrus R 24 11 4 2 41 3.8E-5 

Precentral Gyrus R 6 5 49 -8 32 0.0004 

Limbic lobe        

Cingulate Gyrus L 32 7 -1 23 34 0.0007 

Cingulate Gyrus R 32 7 7 23 34 7.4E-5 

Anterior Cingulate  R 32 7 7 26 27 0.0001 

Parietal lobe        

Inferior Parietal Lobule L 40 9 -49 -32 47 0.0001 

Postcentral Gyrus L 2 9 -52 -23 45 0.0006 

Basal ganglia        

Lentiform Nucleus /  L  8 -24 10 -8 4.6E-5 

Claustrum L  8 -23 22 10 0.0001 

Usability (Med – Low) 

Parietal lobe        

Inferior Parietal Lobule L 40 5 -41 -45 38 1.4E-5 

Table 3. Regions activated in the parametric analysis of inscan 

ratings for perceived usability. 

Usability was also related to activation of the medial and 

bilateral superior frontal gyri (BA8). Activation of these 

areas was specific to perceived usability, and they are often 

related to linguistic processing and reading [66]. In some 

studies, they have also been implicated in higher-order 

expectancy and utility [17]. This suggests that even if a 

webpage is only viewed for 5s, users look at the quality of 

the headings in the webpage when perceiving usability. 

Increases in usability were also found to be associated with 

activation in areas of the somatosensory cortex associated 

with touch (postcentral gyrus, [77]). This has been seen in the 

process of observing touch actions [12], which is a kind of 

“mirror effect” of touch. This effect was observed in our 

study, suggesting that nowadays webpages are often viewed 

on a touch-based device, which might lead participants to 

assess the usability of a webpage by asking themselves: 

“What happens if I go there (by touching it)?” 

Finally, the left middle frontal gyrus (BA9) was activated 

when assessing usability. This region is related to emotion 

[23] and was specific to perceived usability. This area has 

been shown to be related to the implementation of reappraisal 

(the emotional regulation strategy that involves changing the 

trajectory of an emotional response) in daily life [32]. This 

suggests that the affective influence of a webpage is a key 

factor in perceiving usability. 

Discussion of Experiment 1  

The results from this experiment show an overlap in brain 

activation when perceiving aesthetics and usability, in the left 

medial frontal gyrus (BA 10) and the inferior parietal lobule 

(BA 40). The left medial frontal gyrus was likely activated in 

response to commodity design elements when subjects were 

asked to judge the usability of a static webpage. This effect 

has also been seen in the parametrical effects of aesthetics 

and familiarity ratings [13] and aesthetic judgment of 

pictures [46]. Also, the activation of the inferior parietal 

lobule has been observed in response to infant faces versus 

crosshair baby schema levels. The overlap in these regions 

between aesthetics and usability may be interpreted in several 

ways. First, it may be that the assessment of some 

components of perceived usability is replaced by the 

(presumably simpler) assessment of perceived aesthetics. 

Second, perceived aesthetics may form part of perceived 

usability, causing the activation areas to overlap. 

The results described above show brain activation areas 

similar to those found in previous studies. This suggests that 

the participants perceived the webpages in a similar way to 

non-webpage stimuli. However, activation of these areas has 

been observed in a combination of several studies of different 

types of stimuli (paintings, landscapes, faces, etc.). This 

suggests that the participants perceived the aesthetics of 

webpages as a combination of separate components, 

according to the different components of the webpage itself. 

Similarly, because of the overlap between perceived 

aesthetics and usability, it can be suggested that participants 

also perceived usability of webpages as a combination of the 

different components’ aesthetics and usable values of the 

being-viewed webpages.  

EXPERIMENT 2: DYNAMIC STIMULI 

In Experiment 1, we found that viewing beautiful webpages 

triggers similar activation areas in the brain as have been 

found in previous studies. These same areas were also 

activated when participants viewed webpages with low 

usability. Many models of usability acknowledge that initial 
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exposure to an interface differs from after interacting with it 

(e.g., [3, 48]). For example, measures of aesthetics and of 

usability are often strongly correlated at the time of initial 

exposure to an interface, but less correlated – if at all – after 

interaction with an interface. Thus, while the first study 

presented initial data on the associations between activities in 

brain networks and usability and aesthetic ratings, these 

relationships might differ in interactive systems. 

To investigate this further, we added dynamics to the stimuli 

and performed the same experimental protocol. This was 

done to check whether people evaluate perceived aesthetics 

and usability in an interactive user interface the same as with 

static webpages (where there is no interactivity between the 

application and the user). Interactive here refers to interfaces 

that change appearance, as demonstrated by videos showing 

the user interface changing, either through a fictive user 

interacting with it (indicated through the mouse moving) or 

to show a notification. This approximates real interaction, 

and earlier work on user interfaces has used this approach 

([70]). Furthermore, previous works in neuroscience suggests 

that at least some reactions to observing people use tools are 

similar to the reactions people have when using the tool 

themselves (e.g., [64, 78]). 

Design & Method 

Selection of Stimuli 

From Experiment 1’s results, we saw that the BOLD signal 

response for the medium group was not significant different 

from the activation of the high group (usability) or low group 

(aesthetics) and with limited contrast between them. 

Consequently, in this experiment, we created videos of 

simple webpage interactions based on 100 webpages from 

the previous experiment (25 from each group: low aesthetics, 

high aesthetics, low usability, high usability). In addition, we 

added 10 additional videos to each group that clearly showed 

low/high aesthetics or usability. This was done to increase 

the activation-based contrast by having a larger number of 

samples for each group.  

Each video contained a normal webpage interaction such as 

the mouse scrolling down, or a mouse click to change page 

(1-2 times). The mouse cursor and its trajectories were 

visible in the video. All animations were captured using 

Camtasia Studio Screen Recorder and saved in MP4 and 

1080p video format. They were later converted to 1280x720 

size (720p) to fit the MRI projector resolution. On average, 

the videos had a length of 7.56s (± 1.19s). 

fMRI Procedure 

We employed the same procedure for video stimuli as with 

the previous experiment on static webpages (Figure 3 and 

Figure 4). In short, there was a blank screen with a cross 

displayed at the middle for 8-12s, followed by the video. 

After that, the same blank screen appeared for 3s, and then a 

question popped up to ask the participants for a rating of the 

video. Similar to the previous experiment, participants were 

instructed to rate the perceived aesthetics of the webpage by 

its overall visual attractiveness and appeal, and rate perceived 

usability by its ease of use and navigation, and ease of 

obtaining information. 

Eight participants (4 male), aged from 18 to 32, volunteered 

for this experiment. They were all right-handed (by self-

report) and did not participate in the previous experiment. 

Similar to the previous experiment, the participants 

completed a clinical questionnaire to ensure that none had a 

current or prior history of head injury, learning disability, or 

psychiatric illness. All participants were free of psychotropic 

medications and had normal or corrected-to-normal vision. 

They were paid $15 for their time. None of the volunteers 

had participated in the previous experiment. 

Also similar to Experiment 1, after being scanned in the MRI 

scanner, the participants went through all videos in the 

stimuli set and inputted their detailed ratings. This was done 

to see whether the answers were consistent between the 

experimental and pre-test groups. The questionnaire was 

completed on a laptop, outside the MRI scanning room. 

Participants entered their answers on a more detailed scale 

(7-point Likert scale). The total experiment time for each 

participant was about 1 hour 15 minutes, with 1 hour for 

scanning and 15 minutes for the post-scan questionnaire. 

Results 

Behavioral 

On average, it took participants 1.07s (±1.23s) to respond to a 

rating question in the scanner. ANOVA with Bonferroni 

correction shows a difference in response time between the 

perceived aesthetics and usability groups (p < 0.05). 

Participants spent a slightly longer time to judge the 

perceived usability of the stimuli (mean 0.996s ± 0.226) 

compared to the perceived aesthetics (mean 1.155s ± 0.226). 

A post-hoc test reveals no significant difference between 

high and low ratings within each group of perceived 

aesthetics and usability (p > 0.05). 

Brain activity for Perceived Usability and Aesthetics 

We used a similar method as in the first study to contrast the 

conditions of interest corresponding to each level of 

aesthetics and usability by assigning values of 1 and -1 to the 

regressors of interest, and 0 to all other regressors. We also 

analyzed aesthetics and usability separately.  

Table 4 shows the activation areas for the contrasts of 

perceived aesthetics vs. baseline and perceived usability vs. 

baseline. We did not find significant activation areas (k >= 4) 

when comparing different levels of perceived aesthetics and 

usability. We observed activations in the contrast of 

perceived aesthetics vs. baseline in the frontal lobe (bilateral 

medial frontal gyrus, BA6, and the precentral gyrus, BA6). 

For perceived usability vs. baseline, there was increased 

activity in the precentral gyrus (BA4). Interestingly, all 

activations related to aesthetics were located in BA6, which 

is the site of the premotor cortex and supplementary motor 

cortex. This area is related to early planning of movements 

and events, as discussed earlier. In contrast, the activations 
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caused by usability vs. baseline were found in the precentral 

gyrus (BA4), which was not activated for perceived 

aesthetics (Figure 7). This is the site of the primary motor 

cortex, which controls all voluntary movements. This 

suggests that perceived usability is somewhat more related to 

action than perceived aesthetics. 

Structure  BA k x y z p 

Aesthetics - baseline 

Frontal lobe        

Medial Frontal Gyrus R 6 19 15 -16 53 0.0003 

Medial Frontal Gyrus L 6 4 -13 -13 55 0.0002 

Precentral Gyrus R 6 5 43 -12 35 6.2E-5 

Basal ganglia        

Caudate Tail L  5 -21 -37 12 0.0002 

Usability - baseline 

Frontal lobe        

Precentral Gyrus  R 4 14 23 -22 58 1.4E-5 

Table 4. Regions activated in the parametric analyses of inscan 

ratings for perceived aesthetics and usability when viewing 

animated webpages. 

 

Figure 7. Activations in the precentral gyrus (BA4) for 

perceived aesthetics vs. baseline (left) and perceived usability vs. 

baseline (right). 

Discussion of Experiment 2 

The results show that for the contrast of perceived aesthetics 

vs. baseline, the bilateral medial frontal gyrus was activated. 

Its activation has been found during observation of cartoons 

and story comprehension involving animation stimuli [28]. 

Also, activations in the caudate tail have been shown to be 

associated with ‘what’ and ‘where’ the information was 

received and guides the rapid eye movement to visual objects 

[86]. This area related to eye movements is likely linked to 

the recorded interaction embedded in the animated 

webpages. This result suggests that participants assessed not 

only the perceived aesthetics of the webpage’s but also the 

interaction. 

OVERALL DISCUSSION 

Our results show that there are distinct differences between 

the neuroanatomical areas related to perceived usability and 

those related to perceived aesthetics. We have shown this 

both as differences between a baseline condition and viewing 

of webpages, and as differences between seeing webpages 

that have been assessed as high, medium, or low on 

perceived usability and aesthetics. We have also shown that 

recorded interactivity added to webpages attenuates these 

differences and allows fewer distinct brain areas to be 

discerned. Below, we discuss these results.  

The brain components of perceived usability 

A key finding of this paper is that perceived usability has a 

brain basis that differs from that of perceived aesthetics. We 

find this remarkable because (a) exposure time to webpages 

was limited, (b) only static images were shown in 

Experiment 1, and (c) many studies find moderate 

correlations between assessments of perceived usability and 

perceived aesthetics (e.g., [82]). Still, there is something 

particular to usability that emphasizes its prominent status in 

human-computer interaction. We are particularly excited 

about four connections in brain areas specific to usability. 

First, our results suggest that emotion is integral to perceived 

usability. We found activation in the fusiform gyrus, which is 

involved in emotional facial expression, and in the middle 

frontal gyrus (BA9), which shows activity during emotional 

suppression [4]. Another evidence is the activation seen in 

the superior frontal gyrus (BA10) and the anterior cingulate 

gyrus in the contrast of Usability vs. baseline. Both have 

been found to show activations during the self-regulation of 

emotion [10]. In contrast, many current conceptions of 

usability do not clearly specify a role for emotion in usability 

(e.g., ISO 9241); our findings suggest that emotion does 

indeed play a part.  

Second, the findings of the first experiment suggest that the 

anticipation of physical interaction is a crucial part of 

perceived usability. During the judgment of usability of static 

webpages, the precentral gyrus (BA6) was activated, which 

may relate to the planning of movements related to the 

webpage. Interestingly, some studies relate this area to the 

sense of touch; others to the notion of affordance [24]. In the 

second experiment, during the judgment of videos of 

webpages, some activation was found in the precentral gyrus 

of BA4, which is the site of the primary motor cortex (i.e., 

directly related to voluntary movement). This suggests that 

the interactions depicted in the video trigger higher 

anticipation of interaction with the webpages.  

Third, the area activated specifically for perception of 

usability is related to task intention [15, 39, 63]. This 

suggests that perceived usability might implicate some notion 

of task because assessing usability activates task areas. Some 

studies relate this area to affordance [34, 62]. Task intention 

is key to most definitions of usability, for example, ISO 

9241, which says that usability is relative to the task. Here, 

even though many web pages were related to leisure and 

scored high in pretesting on hedonic quality [37], these areas 

were still active.  

Fourth, Experiment 1 revealed activity in several brain areas 

related to linguistic processing [61], categorization, and 

rational thought – in short, higher-order thinking. This could 

be interpreted in the way that recognizing categories, an 

essential aspect of navigation, is crucial to assessing usability 

and could also be distinct for usability. Even without given 

the opportunity to interact, people still attempt to categorize 

and recognize navigation options on the webpages.  
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Usability and aesthetics of webpages 

From the first experiment, we found some overlap between 

perceived aesthetic and usability in terms of brain activation. 

This is in line with previous literature, suggesting that stimuli 

with high-perceived usability are also highly aesthetic, and 

vice versa. Our results show that the left medial frontal gyrus 

(BA10, found in the parametrical effects of aesthetics and 

familiarity ratings, and aesthetics judgment of pictures) and 

the inferior parietal lobule (found in response to infant faces 

versus crosshair baby schema levels) were activated with 

both perceived usability and aesthetics. This suggests that 

users might assess some components of perceived usability 

by substituting an assessment of perceived aesthetics. 

Likewise, perceived aesthetics may form part of perceived 

usability, leading to the overlap between these areas.  

We found neural correlates of perceived usability during the 

judgment of static and dynamic stimuli. Although the stimuli 

during both studies were webpages, which are complex and 

combine multiple elements, we found that most activation 

was in areas identified in previous studies of visual aesthetic 

stimuli (e.g., aesthetics and familiarity ratings [13], faces 

[72], aesthetics of contour objects [84], baby schema [30]). 

Our findings confirm that a complex stimulus such as a 

webpage has its aesthetics judged in the same way as other 

simpler stimuli.  

The results indicate that the right medial frontal gyrus (BA9) 

is activated during perceived aesthetics judgement, although 

this has not been investigated previously in the literature on 

aesthetics. Functionally, the right medial frontal gyrus (BA9) 

is related to moral judgments (e.g., judging a sentence “right” 

or “wrong” [65], or probing using moral dilemmas [33]). The 

anterior cingulate cortex (BA24) was shown to be activated 

during the process of recognizing error [16]. The activations 

found in these regions suggest that besides judging whether a 

webpage is beautiful, participants may have been judging 

whether this webpage design was right or wrong for the 

intended purpose. This might have a connection with the task 

intention aspect of usability indicated earlier.  

Implications for future study and limitations 

As our study represents the first attempt to identify the neural 

correlates of usability, we could not form a strong a priori 

hypothesis, as is normally done with functional imaging of 

the brain [23]. There must be a first foundation upon which 

to propose hypotheses for further investigation – this paper 

serves that purpose. More in-depth studies of usability can 

follow our findings to investigate each aspect of usability 

individually, such as the effects of emotion, anticipation of 

physical interaction, and task intention.  

In addition, the brain activations found in our studies were 

not just common brain network activations across tasks. 

There are two reasons for this. First, the brain activations 

found for perceived aesthetics are in line with the literature 

on aesthetics, suggesting that they are not just common brain 

networks. Second, we have analyzed the distinct activations 

of perceived usability (both as contrast vs. baseline and as 

differences between levels of usability). Thus, our key results 

show (a) the activation areas that are distinct from perceived 

aesthetics and (b) the links between brain area function and 

the attributes of perceived usability 

One limitation of our study is in the experimental protocol.  

The fact that aesthetics and usability are interrelated presents 

a challenge; many other applications of fMRI can separate 

the independent variables much more clearly. One idea used 

in earlier work is to extensively vary the questions used to 

ask participants about the webpages. This would have 

simplified the analysis but would not have allowed us to 

manipulate usability and aesthetics as we did. 

We have not attempted to deal with objective usability, for 

instance, through task completion times or error rates. Also, 

we did not treating data as correlational (e.g., correlating 

ratings and brain activity). Those are obvious directions for 

future work. However, HCI researchers who employ fMRI 

technique should consider the difficulty of supporting user 

interaction in fMRI scanners: participants need to remain 

static while being scanned. Other limitations include displays 

with low resolution and the inability to use metal parts in 

input devices when in a scanner.  

Uses for Evaluation and New User Experiences 

One use of our findings is for usability evaluation. We 

imagine a potential for automated evaluation whereby 

perceived usability may be assessed over time without asking 

people, and whereby brain-based evaluations can be used to 

help distinguish variants of a user interface. Possibly, the 

most promising use of this would be for assessing highly 

dynamic stimuli; another idea would be to test the affordance 

of an interface this way. Currently, fMRI equipment is 

expensive but portable and low-cost MR scanners are being 

developed. In addition, we propose dynamically changing 

user interfaces based on fMRI or a similar technique. This 

would use adaptive user interfaces that relate to some aspects 

of usability we have discussed (e.g., anticipation of physical 

interaction, higher-order thinking) and adapts interfaces 

based on the scans. Our results could also be used to adapt 

interfaces on their perceived aesthetics during interaction.  

CONCLUSION 

Our paper offers the first exploratory step in investigating 

usability using a neurological approach. We have used fMRI 

to identify brain areas specific to usability and areas shared 

with aesthetics. We have also compared and contrasted 

perceived usability and aesthetics with the purpose of 

offering an explanation for why usability and aesthetics are 

correlated, but are not the same. The dimensions of usability 

have also been discussed based on an interpretation of the 

function of brain areas specific to usability, indicating 

emotion, anticipation of physical interaction, task intentions, 

and higher-order thinking as key dimensions.  
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