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Abstract: The Dialog Advancer Network (DAN) is a mechanism that manages
the conversation that occurs between a learner and a pedagogical agent. The DAN
is currently being implemented in AutoTutor, a pedagogical agent that participates
in conversations with students learning about introductory computer literacy
topics. This paper includes an overview of AutoTutor and the DAN aong with
excerpts from pre- and post-DAN conversations. Data that describe AutoTutor’s
current conversational habits are provided along with proposed changes that will
enable AutoTutor to more fully exploit the dialog move pathways within the
DAN.

1 Background

Human one-to-one tutoring is second to no other instructional method in yielding
positive student learning gains. This particular claim has been supported in numerous
research studies and is not particularly controversial. However, when the tutors of
typical tutoring situations are considered, this claim becomes somewhat perplexing.
Most tutors in school settings are older students, parent volunteers, or teachers' aides
that possess some knowledge about particular topic domains and virtually no
knowledge about expert tutoring techniques. Given their limited knowledge, it is
somewhat impressive that these untrained tutors are responsible for the considerable
learning gains that have been reported in the tutoring literature. Effect sizes ranging
from .5 to 2.3 standard deviations have been reported for untrained tutors versus other
comparable learning conditions [1, 3].

In order to identify the mechanisms that produce such positive learning gains,
several members of the Tutoring Research Group (TRG) extensively analyzed a large
corpus of tutoring interactions that occurred between untrained human tutors and
students [7, 8, 21, 24, 26]. One reoccurring finding in many of our analyses is that
untrained, human tutors rarely adhere to sophisticated or ideal tutoring models (e.g.,
Socratic tutoring, reciprocal teaching, anchored learning) that have been advocated by
education and ITS researchers. Instead, untrained human tutors tend to rely on
pedagogically effective dialog moves that are embedded within the conversational turns
of the tutorial dialog. More specificaly, human tutors generate dialog moves that are
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sensitive to the quality and quantity of the preceding student turn. The tutor dialog
move categories that we identified in human tutoring sessions are provided below.

(1) Positive immediate feedback. "That'sright" "Yeah"

(2) Neutral immediate feedback. "Okay" "Uh-huh"

(3) Negative immediate feedback. "Not quite" "No"

(4) Pumping for more information. "Uh-huh" "What else"

(5) Prompting for specific information. "The primary memories of the CPU
are ROM and "

(6) Hinting. “What about the hard disk?’

(7) Elaborating. “CD ROM is another storage medium.”

(8) Splicing in the correct content after a student error.

(9) Summarizing. "So to recap," <succinct recap of answer to question>

After spending nearly a decade toiling over thousands of pages of tutoring
transcripts and staring pie-eyed at hundreds of hours of videotaped tutoring sessions,
we decided to it was time to put our knowledge to good use and build something. We
built AutoTutor.

2 What is AutoTutor?

AutoTutor is an animated pedagogical agent that engages in a conversation with the
learner while simulating the dialog moves of untrained human tutors. AutoTutor is
currently designed to help college students learn about topics that are typically covered
in an introductory computer literacy course (e.g., hardware, operating systems, the
Internet). AutoTutor’s architecture is comprised of five maor modules: (1) an
animated agent, (2) a curriculum script, (3) language analyzers, (4) latent semantic
anaysis (LSA), and (5) a dialog move generator. All of these modules have been
discussed rather extensively in previous publications [see 5, 6, 9, 12, 14, 17, 20, 23, 25,
29]; and therefore, will only be mentioned briefly in this paper.

AutoTutor was created with Microsoft Agent. He is a two-dimensional embodied
agent that remains on the screen during the entire tutoring session. The materia that
AutoTutor covers in the tutoring session is organized in a curriculum script. A
curriculum script is a well-defined, loosely structured lesson plan that includes
important concepts, questions, cases, and problems that teachers and tutors wish to
cover in a particular lesson [7, 8, 16, 27]. AutoTutor’s curriculum script includes 36
computer literacy questions/problems along with corresponding “ideal answers’ (which
are comprised of many potential good answers), anticipated bad answers, corrective
splices (i.e., correct answers) for anticipated bad answers, and all of AutoTutor’s dialog
moves that contain information about the question/problem (i.e., elaborations, hints,
prompts, prompt responses, and summaries).

AutoTutor begins the tutoring session with a brief introduction and then asks the
student a question from the curriculum script. The student responds to the question by
typing her/his answer on the keyboard and hitting the “Enter” key. A number of
language anayzers operate on the words in the student’s contribution. These analyzers
include a word and punctuation segmenter, syntactical class sorter, and a speech act
classifier. The speech act classifier assigns the student’s input into one of five speech



act categories. Assertion, WH-question, Yes/No question, Short Response, or Prompt
Completion. These speech act categories enable AutoTutor to sustain mixed-initiative
dialog as well as dictate the legal DAN pathways that AutoTutor may pursue. The
DAN pathways will be discussed in the next section.

AutoTutor’s knowledge about computer literacy is represented by Latent Semantic
Analysis (LSA) [4, 5, 14, 15]. LSA is a datistica technique that measures the
conceptua similarity of two text sources. LSA computes a geometric cosine (ranging
from O to 1) that represents the conceptual similarity between the two text sources. In
AutoTutor, LSA isused to assess the quality of student Assertions and to monitor other
informative parameters such as Topic Coverage and Student Ability Level. Student
Assertion quality is measured by comparing each Assertion against two other computer
literacy text sources, one that contains potential good answers to the topic being
discussed and one that contains the anticipated bad answers. The higher of the two
geometric cosines is considered the best conceptual match, and therefore, determines
how AutoTutor responds to the student Assertion. For the domain of computer literacy,
we have found our application of LSA to be quite accurate in evaluating the quality of
learner Assertions[9, 30].

AutoTutor’s dialog move generator is controlled by 15 fuzzy production rules [13]
that primarily exploit data provided by the LSA module. Each fuzzy production rule
specifies the parameter values in which a particular dialog move should be generated.
For example, consider the following dialog move rules:

(2) IF [Assertion match with good answer text = HIGH or VERY HIGH]
THEN [select POSITIVE FEEDBACK]

(2) IF [student ability = MEDIUM or HIGH & Assertion match with
good answer text = LOW] THEN [select HINT]

In Rule (1) AutoTutor will provide Positive Feedback (e.g., “Right”) in response to a
high quality student Assertion, whereas in Rule (2) AutoTutor will generate a Hint to
bring the relatively high ability student back on track (e.g., “What about the size of the
programs you need to run?’). The dialog move generator currently controls 12 dialog
moves. Pump, Hint, Splice, Prompt, Prompt Response, Elaboration, Summary, and five
forms of immediate short-feedback (positive, positive-neutral, neutral, negative-neutral,
and negative).

For each of the 36 questions and problems, the student and AutoTutor
collaboratively improve the quality of the student's contributions while participating in
a conversation. Once AutoTutor is “convinced” that all or enough of the critica
components for a particular question/ problem have been covered, the conversation
proceeds to the next question or problem in the curriculum script.

3 Managing AutoTutor’s Conver sations with the DAN

Before the DAN. Our goal from the onset of the AutoTutor project has been to develop
an agent that simulates the dialog moves of untrained tutors while participating in a
conversation with the learner. Needless to say, we have encountered a number of
problems along the way. After all, having knowledge about when AutoTutor should
generate particular dialog moves does not guarantee that a smooth conversation will



transpire. In fact, quite the opposite occurred in some of AutoTutor’s initial tutoring
sessions with students. Consider the following dialog excerpts. In Excerpts 1 and 2, the
topic is parts and uses of a computer. In Excerpt 3, AutoTutor is discussing the features
of RAM. AutoTutor's dialog moves are labeled in parentheses and the students
utterances that were directed to the human lab assistant are included in brackets.

Excerpt 1

1.1 AutoTutor (Prompt): Seeif you can get this. Computers can be used to
analyze data by finding averages, standard deviations, or performing many other
kindsof . ..?

1.2 Student to lab assistant: [Oh, just answer the question? Um. So, am | till
supposed to answer that question (pointing to the main topic question that
remains on the monitor)?|

1.3 Student types: i don't know

1.4 AutoTutor (Prompt Response): kinds of statistics.

1.5 Student to lab assistant: [Okay, thisisreally confusing. | don't understand
what the question is supposed to be]

1.6 Student types: i don't know

Excerpt 2

2.1 AutoTutor (Elaboration): Also, a computer has a monitor.
2.2 Student to lab assistant: [| just answer yes or no?|

2.3 Student types: yes

Excerpt 3

3.1 AutoTutor (Elaboration): And, the CPU uses RAM as a short-term memory.
3.2 Student to lab assistant: [Should I, like, | can just say how | think he's
unintelligible?]

3.3 Student types:. i am not sure

3.4 AutoTutor (Neutral Feedback): Uh-huh

3.5 AutoTutor (Elaboration): Also, RAM's contents disappear when the
computer isturned off.

3.6 Student types. what?

3.7 AutoTutor (Neutral Feedback): Uh-huh

3.8 AutoTutor (Hint): So, how does the CPU get information from RAM?

3.9 Student types: | am not sure

3.10 AutoTutor (Neutral Feedback): Uh-huh

3.11 AutoTutor (Summary): So, RAM is primary memory storage and is
changeable. It is used by the CPU as short-term memory. The CPU both writes
to and reads from RAM. The contents of RAM disappear when the computer is
turned off.

These three excerpts highlight several of AutoTutor’'s original conversational
deficits. One glaring deficit involves the students' uncertainty about when it is their turn
to respond to AutoTutor. Turn-taking is an integral feature of the conversational
process. To facilitate the turn-taking process in human-to-human conversations,
speakers signal to listeners that they are relinquishing the floor (i.e., it is the listener’s
turn to say something) [2, 10, 11, 18, 19, 28,]. However, human-to-computer



conversations lack many of the subtle signals inherent to human conversations. When
conversational agents like AutoTutor lack turn-taking signals, computer users (in our
case, students) often do not know when or if they are supposed to respond. In
conversations with AutoTutor, students were frequently confused after AutoTutor’s
Elaborations, Prompt Responses, and assertion-form Hints (some Hints were in
question-form and were not problematic for students).

Another obvious deficit is that AutoTutor’ s dialog moves are not well adapted to the
students' turns. For example, in Excerpt 3, AutoTutor’s dialog moves are clearly not
sensitive to the content of the student’s turns. Participants engaged in human-to-human
conversations, however, are able to adapt each conversational turn so that it relates in
some way to the turn of the previous speaker. This micro-adaptation process is
somewhat problematic for AutoTutor because the content of AutoTutor’s dialog moves
is determined a priori. That is, AutoTutor doesn't generate the content of his dialog
moves on the fly but rather selects each dialog move from a scripted set of moves that
is related to the tutoring topic being discussed. Hence, we recognized early on that
AutoTutor needed a mechanism that would allow him to make quasi-customized dialog
moves given his limited number of dialog move options.

After the DAN. In order to rectify many of AutoTutor's turn-taking and micro-
adaptation problems, we created the Dialog Advancer Network (DAN) [22]. The DAN
is a mechanism that manages the conversation that occurs between a student and
AutoTutor. A simplified version of the DAN is provided in Figure 1. The DAN has
improved AutoTutor’s micro-adaptation capabilities by providing customized pathways
that are tailored to particular student turn categories. For example, if a student wants
AutoTutor to repeat the last dialog move, the DAN contains a Short Response pathway
that allows AutoTutor to adapt to the student’s request and respond appropriately. A
DAN pathway may include one or a combination of the following components. (1)
discourse markers (e.g., “Okay” or “Moving on”), (2) AutoTutor dialog moves (e.g.,
Positive Feedback, Pump, or Elaboration), (3) answers to WH- or Yes/No questions, or
(4) canned expressions (e.g., “That's a good question, but | can't answer that right
now”).

Tr)1e DAN also solved practically all of AutoTutor’s previous turn-taking problems.
Most of the turn-taking confusion was eliminated by the Advancer States that occur in
many of the DAN pathways. Advancer States are designed to advance the
conversational dialog and to disambiguate who has the floor in the conversation. For
example, prior to implementing the DAN, the conversation often stopped after
AutoTutor delivered an Elaboration, Hint, or Prompt Response dialog move because
the student did not know what to do. In the current version of AutoTutor, students are
no longer confused about whether they should respond because each of these dialog
moves is followed by an Advancer State that requires AutoTutor to keep the floor. For
example, AutoTutor keeps the floor after an Elaboration by articulating a predetermined
discourse marker (e.g., “Moving on”) and selecting another dialog move (see Figure 1).

Two conversations that are managed by the DAN are provided in Excerpts 4 and 5.
These excerpts illustrate how the Advancer States advance the dialog and indicate to
the student that AutoTutor is keeping the floor in the conversation. In Excerpt 4,
AutoTutor and the student are discussing the advantages of RISC processors; in Excerpt
5 they are discussing how typed information gets passed from the keyboard to the hard
disk.



Excerpt 4

4.1 AutoTutor (Prompt): Now, what kind of architecture allows a RISC
processor to execute multiple instructions simultaneously?

4.2 Student types: simple

4.3 AutoTutor (Prompt Response): A superscalar architecture.

4.4 AutoTutor (Dialog Advancer): Okay,

4.5 AutoTutor (Elaborate): And, RISC processors have fewer bottlenecks that
complicate processing.

4.6 AutoTutor (Dialog Advancer) Okay,

4.7 AutoTutor (Summary): Now to wrap up, RISC processors are faster and
more efficient than CISC processors (AutoTutor continues to summarize this
topic).

Excerpt 5

5.1 AutoTutor (Prompt): Well, where is most of the information you typein
temporarily stored?

5.2 Student types: RAM

5.3 AutoTutor (Positive Feedback): Right!

5.4 AutoTutor (Prompt Response): In RAM,

5.5 AutoTutor (Dialog Advancer): Moving on,

5.6 AutoTutor (Elaborate): The CPU handles one instruction at atime.

5.7 AutoTutor (Dialog Advancer): Okay,

5.8 AutoTutor (Summary): Let’s review, after you enter information, it is sent to
the CPU. The CPU carries out the instructions on the data. (AutoTutor
continues to summarize thistopic).

Since the implementation of the DAN, AutoTutor’s interactions with students have
improved considerably. The numerous pathways within the DAN have refined
AutoTutor’s micro-adaptation skills and the DAN Advancer States have eradicated
much of the turn-taking confusion. Although the DAN is a relatively new feature of
AutoTutor, it has aready proven to be quite instrumental in helping us improve
AutoTutor’s overall effectiveness as a tutor and as a conversational partner. In arecent
analysis, we examined how AutoTutor utilized the DAN while interacting with
students. More specifically, we wanted to document AutoTutor’s DAN pathway choice
for each student turn. Sixty-four students enrolled in a computer literacy course agreed
to interact with AutoTutor in exchange for course credit. AutoTutor covered 24
computer literacy topics during each of the tutoring sessions and written transcripts
were generated for al of the sessions. Three of the 24 computer literacy topics were
randomly selected from each of the 64 transcripts. Thus, 192 mini-conversations were
included in the DAN analysis.

The frequency distribution for the most well-traveled pathways is provided in Table
1. All pathways with frequencies lower than 10 are not included in the table. We were
somewhat encouraged in that AutoTutor utilized 30 of the 78 legal DAN pathways and
that there were no instances of illegal pathways after student turns. It is clearly the
case, however, that the current version of AutoTutor isnot maximizing the DAN to its






full potential and that adjustments need to be made to break some of AutoTutor’s poor
conversational habits. To address every AutoTutor problem that the DAN analysis has
elucidated is clearly beyond the scope of this paper. Thus, we have chosen to discuss
only two, the Prompt problem and the Feedback Problem.

The two most frequently traveled DAN pathways were the Prompt Response —
Advancer — Prompt pathway (215 occurrences) and the Positive Feedback — Prompt
Response - Advancer — Prompt pathway (179 occurrences). These two pathways
aone comprised roughly 35% of al of the chosen pathways. In addition, 245 of the
remaining pathways also ended in a Prompt. Hence, approximately 56% of the
pathways ended with AutoTutor Prompting the student. This is problematic for two
reasons. First, prompting a student at these rates is pedagogically undesirable. Human
tutors usually reserve Prompts for medium to low ability students who are reluctant to
provide any information. By relying of Prompts so often, AutoTutor is not giving
students the opportunity to elaborate their knowledge about the topics. Second, frequent
prompting thwarts the conversational nature of AutoTutor that we are trying to
promote. Prompts only require one or two word responses from students rather
lengthier contributions that frequently occur in conversations. We are attempting to fix
the Prompt problem by altering some of the pathwaysin the DAN and by modifying the
fuzzy production rules that generate Prompts.

Table 1. Frequency Distribution of DAN Pathways Chosen by AutoTutor

DAN Pathway f
Prompt Response —» Advancer - Prompt 215
Positive Feedback — Prompt Response — Advancer —» Prompt 179
Pump 169
Comprehension Short Response Advancer — Prompt 133
Repeat Short Response Advancer — Advancer 81
Neutral Feedback — Prompt 79
Prompt Response —» Advancer - Summary 56
Positive Feedback — Prompt Response — Advancer — Summary 46
Prompt Response - Advancer — Elaboration - Advancer -» Summary 37
Neutral Feedback — Hint 32
Positive Feedback — Prompt Response — Advancer — Elaboration —

Advancer - Summary 26
Positive Feedback — Prompt Response — Advancer — Elaboration —

Advancer — Prompt 10
Prompt Response —» Advancer — Elaboration - Advancer » Prompt 10
*Total pathways 1134

*All pathways with frequencies below 10 are not included in the table.

AutoTutor also has a problem with some of the short-immediate feedback pathways.
Specifically, AutoTutor never selects the DAN pathways that include three of the short
feedback categories (i.e., positive-neutral, negative-neutral, and negative). It would be
wonderful if AutoTutor chose to ignore these pathways because al of the student
Assertions were high in quality. Unfortunately, this was not the case. Many of the
student Assertions contained misconceptions and a number of others were only partially



correct. We are addressing the Feedback problem by revising some of the dialog move
productions rules and by adjusting some of the LSA values that are fed to the dialog
move generator.

The DAN will undoubtedly continue to provide us with insights that will enable us
to make improvements to AutoTutor. A number of other problems that were
illuminated by the DAN analysis, but not mentioned is the paper, are currently being
addressed by the Tutoring Research Group. We recognize that conversations with
AutoTutor will probably never possess the dynamic and spontaneous features of
human-to-human conversations. However, we do believe that AutoTutor is on his way
to being an effective tutor and adequate conversational partner.
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