
A Saucerful of Secrets: Open-Ended Organizational Closure in the Game of Life

Fernando Rodriguez and Phil Husbands

AI Research Group, Department of Informatics, University of Sussex
f.rodriguez-vergara@sussex.ac.uk

Abstract

Organizational closure and Open-endedness are both central,
widely explored concepts within Artificial Life, although still
requiring further theoretical development. In this work, we
present a novel approach for characterizing organizational
closure in terms of multidimensional mappings and, by build-
ing upon it, propose a principled conceptual connection to
open-endedness, leading to the notion of open-ended organi-
zational closure. Our fundamental claim is that both these
properties are complementary and necessary for minimally
adaptive autonomous systems, even prior to evolutionary con-
siderations. As a proof of concept for this idea, we present an
experimental analysis of a toy model setup, by examining the
dynamics of the Game of Life cellular automaton. Finally
we discuss theoretical implications, the limitations of our toy
model scenario and suggest lines for further work.

Introduction
Years of research in artificial life, enactive cognitive science
and related fields have given us good insights into some of
the properties of cognition and its theoretical relations to
life. Stemming from foundational work from Maturana and
Varela (1973); Varela (1979); Varela et al. (1991), some un-
derstanding has been gained into how some particular types
of self-sustaining systems are able to escape disintegration
by drawing relevant distinctions from the world they inhabit,
and how these manifest as autonomous behavior through on-
going system-environment co-determined changes (Froese
and Di Paolo, 2011; Di Paolo et al., 2017). Such changes
are underpinned, generally, by the recursive nature of a cer-
tain class of dynamics, denoted as autonomous; and par-
ticularly, by the specific intrinsic logic their autonomy de-
termines, which is often referred to as their organization.
That is, the abstract, overall collection of their possible self-
sustaining actions, or their (organizational) identity, insofar
it is the source of their individuality. This intrinsic logic,
as opposed to some other, more common case, is a global
form of coherence that is embodied by the system, in/by
its permanently changing constitution, so that environmen-
tal selectivity (hence, interpretations and affordances) are
not only specific to the system, but also historically depen-
dent. Furthermore, while the notions of autopoiesis and

autonomy have given us conceptual ways to think about
life (and other phenomena by extension) in terms of self-
persisting systems (Stano et al., 2023; Ward et al., 2017),
further research, beginning from the more abstract notions
of autonomy and organizational closure (Varela, 1979), in
the context of an increasing shift in attention towards the
material, biological nature of cognitive processes in Cogni-
tive Science (van Gelder, 1998; Lyon, 2006; Engel et al.,
2013), along with advances in Dynamical Systems Theory
and computational implementations (Cliff et al., 1993; Beer,
1995, 1997; Harvey et al., 2005; Gershenson, 2007; Tani,
2017; Nolfi, 2021), contributed to a major boost in the ar-
tificial life agenda (Aguilar et al., 2014), which has made
it possible to develop, relate and discuss theoretical proper-
ties such as primordial organismic traits (Ruiz-Mirazo and
Moreno, 2004; Hanczyz and Ikegami, 2010; Froese et al.,
2014), adaptivity (Di Paolo, 2005; Iizuka et al., 2013), sen-
sorimotor habits (Buhrmann et al., 2013; Egbert and Baran-
diaran, 2014), normativity (Weber and Varela, 2002; Mojica,
2021) and precariousness (Beer and Di Paolo, 2023), among
several others, all within a convergent (albeit not conflict-
free (Barandiaran, 2017; Hutto and Myin, 2017)), more gen-
eral framework for research in life and cognition.

Nonetheless, as is the case for most scientific endeav-
ours, a better theoretical understanding often brings with it
at least as many questions as the ones that it answers, be it
through the formation of new concepts or the re-examination
of others. The present work is an attempt at such a re-
examinations – specifically, we propose the existence of
a principled relation between organizationally closed and
open-ended dynamics in adaptive autonomous systems.

In this respect, considering the many connotations asso-
ciated with both these notions (Villalobos and Ward, 2015;
Gershenson et al., 2020; Packard et al., 2019a,b), we shall
briefly specify an interpretation, at least for the scope of
our work, by making the following conceptual distinctions:
First of all, as independently stated by Maturana (1987) and
Varela (1984), it is important to make a clear-cut separation
between the notion of self-organization in the rather cyber-
netic sense of a spontaneous aggregation of (physical, or-



ganismic or other) elements (Gershenson et al., 2020), and
its misleading use associated with autopoiesis, which funda-
mentally denotes the preservation of an organizational iden-
tity. Likewise, we must distinguish autopoiesis, in its orig-
inal sense of the defining property of living systems (Matu-
rana and Varela, 1973), only possible in terms of (hence spe-
cific to) discrete molecular systems (Maturana, 2002), from
broader notions of autonomy. Hence Varela (1979), in order
to develop a concrete notion of autonomy beyond the cel-
lular scope of autopoiesis (thus entailing the production of
components and the need for a strict topological boundary),
introduced the concept of organizational closure as a gen-
eral property underlying the self-referential, circular nature
of self-sustaining systems and, as such, as the fundamental
trait defining the general category of autonomous systems
(autopoietic systems being a specific minimal biological in-
stance of these). In this sense, by assuming circularity as a
core underlying principle, Varela (1979) reverses the order,
thereby formally posing organizational closure as a neces-
sary property for any autonomous system.

Along the same lines, it is vital to disentangle the more
specific connotation of open-endedness that is conceptually
tied to evolutionary processes, typically known as open-
ended evolution (OEE) (Packard et al., 2019a,b), from open-
endedness (OE) as a more general property (Stepney, 2021;
Song, 2022). Whereas the former has become a prominent
area of research in artificial life, in direct relation to other
relevant phenomena (Ruiz-Mirazo et al., 2004; Witkowski
and Ikegami, 2019; Borg et al., 2023) or essentially as a
subject in its own right (Soros and Stanley, 2014; Soros,
2018; Pattee and Sayama, 2019; Corominas-Murtra et al.,
2018), the latter, while certainly not neglected, has gathered
less attention and it is still very much in a process of theo-
retical conceptualization (Stepney, 2021; Song, 2022). Fur-
thermore, whilst we acknowledge the major role that open-
endedness plays in evolution, we believe that insights about
its basic principles prior to evolutionary considerations may
be helpful for its integration into the overall artificial life re-
search framework.

In this vein, we have decided to pursue our exploration
as a minimal proof of concept making use of the Game of
Life (GoL) cellular automaton (Gardner, 1970; Berlekamp
et al., 1982). Like many before us, we consider GoL to be
a well-suited toy scenario for an initial investigation, espe-
cially since, given the complexity involved, modeling bio-
logical processes in full detail is computationally unfeasi-
ble, but could also be theoretically counterproductive, in-
sofar as, given our still very limited current knowledge, it
would require too many assumptions and thus obscure any
possible analysis. As a matter of fact, research through toy
models has proven to be particularly fruitful for detailed
investigation of several complex phenomena, as it permits
conceptual demonstrations through characterizations of oth-
erwise analytically intractable dynamics (Husbands, 2009;

Beer, 2020c), and thus encompasses a rich literature (e.g.,
Varela et al. (1974); Wuensche (1994); Soros and Stanley
(2014); Wang and Chan (2019); Hamon et al. (2022)). Par-
ticularly relevant to our work are the Bittorio model, intro-
duced by Varela et al. (1991), and previous studies of glid-
ers (and other transient patterns) in the Game of Life (Beer,
2004, 2014, 2015, 2020b,a) which have provided a relatable
framework for investigation, mainly because observable pat-
terns in the GoL emerge spontaneously from the dynamics
of the cellular automata, while also displaying seemingly ba-
sic instances of properties such as self-organization, auton-
omy and so on.

Throughout the remainder of this paper we develop
our main claim – that organizational closure and open-
endedness act as complementary properties for any mini-
mal autonomous system capable of some form of adapta-
tion. For this purpose, we will initially present an elemen-
tary formal framework for exploring fundamental concepts
related to organizational closure and autonomy, building to-
wards its relation to open-endedness, we then illustrate these
points through an experimental analysis of some of the tran-
sient dynamics of the Game of Life, to finally close with
a brief discussion on possible implications, limitations and
some concluding remarks.

A combined approach
In this section we will examine and attempt to clarify
the fundamental properties of the theoretical notions in-
troduced above by formalizing organizational dynamics in
terms of multidimensional mappings, where state-to-state
projections represent the structural transformations of the
system co-determined by environmental factors (enactions).
Building upon these ideas, we will relate the notions of
organizational-closure and open-endedness in operational
terms.

Organizational closure and closed domains
For organizational closure, unlike with material connota-
tions, the domain is said to be closed because during its
operation (structural instantiations), from a whole space of
possible states, the system will only occupy a limited subset
in which its viability conditions are not transgressed, tran-
sitioning from viable states into (new or not) viable states,
thus defining an operational subdomain. And so, the organi-
zationally closed domain becomes the domain of existence
as given by the intrinsic autonomous logic of the system.

Organizationally closed systems, in this sense, are sys-
tems that, because of their particular recursive nature, will
always yield state transitions leading to states that are a
structural instance within the set of states of the same sys-
tem and that, in turn, will therefore lead to further states
with this same property and so on and so forth. This is akin
to the mathematical sense of closure, whereby performing
an operation on any element of a (sub)set will result in some



Figure 1: To the left, a minimal example diagram of an op-
erationally closed system. Nodes represent states; arrows,
the transitions. Circularity (i.e. closure) is given by the re-
cursion of the state transitions. To the right, a diagram of
another, a bit more complex operationally closed system. In
this case, closure is also a product of the recursive transi-
tional dynamic, although it is not merely linear, because of
the different responses available to each state.

element of the same (sub)set; where the set is the (poten-
tially unlimited) set of states and the operation is the state-
transition. These ideas are sketched in figure 1 to underline
the notion of closure through recursion, and to illustrate the
effect of different transitional dynamics on a system, entail-
ing different responses (transitions) according to the partic-
ular (structural and environmental) circumstances in which
this process takes place.

The system coherent state transitions can also be inter-
preted as (cognitive, although with a purely mechanistic
connotation in our context) distinctions, or as a form of in-
telligence, insofar as each structural change is considered
a system-environment correlated response. In other words,
any organizationally closed system could be conceived to
be intelligent at least to the extent that it is capable of, by
means of its structural coherence, systematically determin-
ing a correct (viable) successive state from an otherwise in-
distinct flux of external changes. This primary form of in-
telligence, which in the enactive literature is fundamentally
understood as embodied (i.e., there are no abstract symbolic
instructions, just the structure of the system, or the body of
an organism), could be equated to – or expressed as – the
system’s selectivity. Nevertheless, selectivity is only use-
ful as a concept, inasmuch as the system upon which it’s
operating is organizationally closed. That is to say that
any distinction (structural transformation) by means of se-
lectivity is logically pertinent if and only if there is a sys-
tem with an intrinsic input, defined by its global recursive
dynamics, to which the difference of making some distinc-
tion instead of another has any relevance at all. Along these
lines, an enaction can be defined as a manifestation of these
structurally encoded material constraints stemming from a
broader system-environment organizational coherence that
steers the continuous transformation of the system (its be-
havior) towards self-sustaining states. And it is in this sense
that we believe it is the core element upon which mappings
characterizing the organizational closure of a system should

Figure 2: To the left, a minimal example diagram of the se-
lectivity of a system. It is considered to be a primary mani-
festation of intelligence or of a cognitive distinction, because
solely on the basis of its structural properties, an appropri-
ate response to environmental circumstances is given. To
the right, a sample organization of a system. The imag-
inary sequence undergone by the hypothetical system is
x → y2 → z3 → x (thicker nodes), the hash node rep-
resent the destruction of the system, potentially following
from any visited state. Every arrow represents a transition
connecting two states and their conjunction an enaction.

be built (see figure 2 for a minimal depiction of the notion
of selectivity and a sketch of its role in the organized system
dynamics).

A final comment before proceeding onto the next section:
While we have referred to the notion of valid or invalid tran-
sitions in the deterministic sense (given the context of cellu-
lar automata), this should not mistakenly imply the idea of
binary outcomes (the latter resulting in the direct disintegra-
tion of the system) for other kinds of systems.

Open-ended closure?
Although seemingly contradictory from a first impression,
there are two considerations that need to be taken into
account; first, previously unknown environmental circum-
stances may produce transitions which, albeit valid, may di-
rect the structural transitions towards non previously instan-
tiated configurations. Second, given that structural selec-
tivity is specific and dynamic, the aggregation of new valid
organizational nodes may determine new behavioral path-
ways. In simple words, whenever faced with the unknown,
either the system will disintegrate or produce an original
form of recursion, be it as a new structural instance of itself,
as new state transition, or both. If successful, this enlarge-
ment of the organizational domain not only will increase
robustness/resilience through structural discrimination, but
more importantly, it may be able to provide a whole new se-
ries of dynamical transformations that can even surpass the
dynamical pull from the parent domain. Moreover, since the
number of transitions among viable states is far from uni-
form, the general organizational domain will give place to
more and less common behavioral trajectories, which can be
topographically represented as dynamical attractors (these
ideas are very simply depicted in 3).



Figure 3: To the left: the original organizational space made
of states 1, 2 and 3 creates a new node (state 4). From this,
another node is created (state 5) giving way to a larger orga-
nizational space. Future environmental contingencies could
result in further expansions stemming from either states 4 or
5. To the right: given the organizational dynamics, many
more transitions will lead to state 1 than to other states.
Hence, dynamically speaking, state 1 can be said to act as
an attractor within the organizational closed space.

Figure 4: The creation of a new node may produce new tran-
sitions and hence, a topological redistribution of the organi-
zational space.

The effect of new nodes or/and projections is then the re-
arrangement of such dynamics in ways that could be quite
unpredictable. A trivial example of a hypothetical case is
presented in figure 4.

From our perspective, these two properties are equally
necessary for any minimal form of autonomy. Fundamen-
tally, open-endedness requires something to remain in order
to manifest itself. In very abstract terms this could be un-
derstood as an entity, a general property or, specifically, as
we are posing here, an organizationally closed domain. Oth-
erwise it wouldn’t be much more than evanescent fluctua-
tions without any long-term causal implication. Likewise,
a static or fixed organizational domain would be devoid of
any capacity for adaptation, and even after a fortunate set
of coincidences from which some organizationally recursive
system could have spawned, even the slightest change in the
environmental circumstances would trigger its demise. Basi-
cally then, our proposal is that open-ended organizationally
closed systems are a primary kind of autonomous systems.

By open-ended we don’t intend a necessarily beneficial
or virtually infinite connotation somehow akin to the idea of
a classical search algorithm, but rather the opposite; a quite

Figure 5: The two instances of the dynamic self-sustaining
activation pattern known as a Blinker. These two forms are
recursively produced by each other indefinitely in the ab-
sence of environmental perturbations.

structurally and organizationally constrained property which
is intrinsic, unavoidable and that does not have any purpose
in itself, in the exact same way as the recursive dynamics
that enable the organizational closure of a system. As a mat-
ter of fact, from our point of view, it is precisely because
of this that the notion of an open-ended closure can be con-
ceptually tied to autonomy; because it provides a more nat-
uralized, plainly mechanistic account of minimal adaptive
capacities that are non optional, that unfold historically and
coherently to the extent that the structural modulation of the
system can withstand it and that do not involve any form of
semantic or incipient proto-mental properties underpinning
its operation.

In the following section we will try to illustrate these
concepts through a toy case involving experimental analy-
sis built around the dynamics of transient patterns present in
Game of Life cellular automata.

Open-ended organizational closure in the
Game of Life

Following on from previous studies from Beer (2004, 2014,
2015, 2020b,a) we will consider any given identifiable pat-
tern to be the combined active cells plus the non-active cells
in its Moore neighborhood (the surrounding cells that con-
tribute to the update of the cell values at every time-step),
which can be conceived of as a functional membrane. Along
the same lines, we will consider valid organizational transi-
tions those processes whereby an identifiable pattern updates
its structure as a whole, either into the same, or into a dif-
ferent (valid) structural instantiation. Accordingly, invalid
transitions will be any causing the system to disintegrate.

The minimal case: a Blinker
The GoL pattern known as a blinker (fig. 5) is the minimal
self-sustaining dynamical pattern that can be encountered in
the Game of Life. As such, it is probably a good starting
point for our analysis.

Since the blinker can only display two structural in-
stances, its organizational space in an empty grid could be
represented as two states recursively producing each other.
However, when taking into account the fact that both these
structural instances are equivalent under a simple rotation



(Beer, 2004) this can ultimately be reduced to a single self-
connected state. Whereas in an empty grid there is no pos-
sible disintegration, when accounting for all the possible
causal effects of the environment over the blinker, we calcu-
late that from the whole range of possible combinations of
environmental cell states 220 = 1, 048, 576, only 166, 638
will reproduce a blinker (either horizontally or vertically ori-
ented), hence making its hypothetical chances of being sus-
tained around 6%. Thus we could express the blinker’s valid
transitional dynamics as:

(Bx, Ex) −→ By where:Bx = By

Where Bx and By stand for the valid instances of the
blinker, while Ex denotes the environmental category set
that contains all the grid environmental configurations en-
abling this transition.

We shall at this point, however, consider an issue that
is central to our thesis and that might be evident by now,
namely: how can we be sure that the only structural instance
that belongs to the organization of the blinker is the one we
just described? First of all, what we denominate a blinker is
something that is extrinsically defined, namely, a group of 3
active cells forming an active region shaped as a row (plus
the surrounding inactive cells acting as a membrane). How-
ever, in spite of being intuitively clear, this distinction is to a
great extent a perceptual impression or somehow an illusion
that is strongly biased, and it is underpinned by a premise of
structural similarity that may be misleading. This is some-
how like identifying patterns and shapes when looking at the
stars or at the clouds in the sky; it is useful for observation
and to begin a categorization, but it may prove deceitful as a
systematizing principle. To be clear, the point that we would
like to stress is that, apart from a rather problematic identi-
fication based on resemblance between patterns, the fact is
that the only formal criteria that we have, at least for now,
to ascertain that some given pattern belongs to an organiza-
tionally closed domain, is to check if it display a recursive
transitional behavior leading it back to some of the known
structural configurations after a given number of time-steps,
in other words: to examine if its aggregation is coherent with
the recursive organizational dynamics of the system unfold-
ing over time.

Simply put, our view is that, if hypothetically speaking,
we were able to find a sequence of activation patterns such
that, starting from a canonical blinker (or from any other
transient pattern for that matter), it eventually leads back to
the blinker (hence, another instance of a cyclical attractor
in its own organizational space), then we should conceive
the activation patterns of this sequence as variants, even if
less intuitive, of the canonical blinker case, therefore also as
belonging to the set of structural instances of a more general
organization. Put another way:

(Bx, Ex) −→ (U1, e1) −→ ... −→ (Un, en) −→ (By, ey)

Figure 6: Graph representations of different possible aggre-
gation of structures as recursive transitions starting from and
ending in a canonical state

Where by U1, U2, ..., Un we refer to unknown structural
cases that enable an organizational progression, extending
the recursive domain. This can also be represented more
graphically as in figure 6, where a structural aggregation into
the recursive organizational transitions are presented.

In this case, by expanding our notion of what the orga-
nization of a blinker may be, we would move from a re-
current self-directed dynamic with only one valid structural
instance, onto a wider mapping allowing for a set of struc-
tural instances that participate in multiple enactions. Thus,
by taking into account other environmental circumstances,
we wouldn’t only have a more complex transitional mapping
from- and to- the blinker, but also a more complete descrip-
tion of what the main system and its general organization
really is.

A multiplicity of organized structures
In order to test this idea of an expanded domain, we first
simulated all the possible 220 = 1, 048, 576 environmental
cases for the blinker and analyzed the resulting domains, af-
ter transitions. However, given the possible combinatorial
explosion and since our goal is rather a proof of concept in-
stead of a full characterization, we constrained our search
for patterns in the co-domain, only to states having between
3 and 5 active cells (initially; 68,315 cases). As we will see,
this turns out to be enough for our theoretical exploration.

Now then, given that this is still quite a high volume
of instances to examine, we applied two methods to sys-
tematically analyze them: first, to avoid domain/structure
confusions, we ran two filters as a pre-processing step; a
domain-filter, whereby we removed all isolated active cells
(i.e., those that weren’t part of any pattern themselves) and
a decay-filter, where we excluded all the unstable domains
from the remaining set (those that will unavoidably dis-
integrate in the next time-step). This left us with a total
of 129,205 cases. Subsequently, taking advantage of the
fact that, as it has been proposed and characterized in Beer
(2004, 2014), active configurations in the Game of Life can
be reduced to equivalent structures by applying different
types of symmetries, namely: rotation, translation and trans-
position, we clustered the resulting patterns into equivalent
types under these operations. From this we obtained a total



Active Valid Domain Decay Equivalent
cells transitions filter filter types

3 5,901 55,541 15,175 2
4 20,174 57,228 53,410 15
5 42,240 60,838 60,620 54

total 68,315 173,607 129,205 71

Table 1: Number of transitional patterns obtained from a
blinker embedded in different environmental circumstances.
Results are classified according to the number of active cells.
Domain and Decay filters actually increase the number of
transitions to examine, by removing active cells unrelated to
the structural patterns. Nevertheless, there is drastic reduc-
tion after accounting for symmetries, as shown in the last
column (further detail in text)

Figure 7: Elementary graph representation of the valid po-
tential transitions that a blinker can perform without disin-
tegrating (apart from the transition into itself). Each node
represents a symset (set of equivalent structures under sym-
metry operations) and colors represent the ’weight’ or the
number of environments that produce a given transition.

of 71 symmetrical sets, or symsets. (see table 1 and fig.7 for
complementary information).

While it may be interesting to know how many non-
destructive transition the environment can trigger (co-
determine), these will only be relevant to the extent to which
they provide a supporting organizational pathway; they must
eventually lead to some other valid structural node. Thus,
we applied the same filtering and reduction process, iterat-
ing over a subset of the patterns resulting from the blinker,
looking for possible cases of recursion (see fig.8 for a list of
these patterns). The results are presented in table 2.

Conceptually speaking, every symset represents a trans-
formation into a viable state whereby the structural selec-
tivity of the system responds to a variety of environmental
circumstances as if they were the same and which, at least
functionally, work as such. Since each of these distinctions
is equally motivated by the range of alternatives that the
structural instantiation of the system is capable of encod-

Figure 8: Twelve of the fourteen GoL patterns (apart from
the blinker and the second structural instance of the glider)
examined in the experiments described in this section. In or-
der to perform a broader analysis of possible organizational
transformations, each one of them was embedded into the
whole set of environmental configurations for transitions to
be simulated and later reduced through filtering and symme-
try operations (see table 2).

Structural AC AC AC Equivalent Valid
Pattern 3 4 5 Types x → y

blinker 2 15 54 71 129,205
pt-block 1 13 34 48 10,421

block 1 8 23 32 4,867
tetris-L 2 15 64 81 73,124
tetris-T 0 1 6 7 1,704
glider-A 1 19 74 95 186,852
glider-B 0 10 54 64 27,805
zigzag 0 1 2 3 75,765

bar 2 14 40 56 324,518
tetris-Z 0 1 6 7 1039

baby 2 19 65 86 64,342
flag 2 23 86 111 63,134
kite 2 19 74 95 30,243

worm 1 6 27 34 108,157

Table 2: Number of (valid) equivalent types (after symmetry
operations) and corresponding valid transitions instances for
each structural pattern analyzed, according to their number
of active cells (AC) (Further detail in main text).

ing, as well as by the variability of the environment, more
resilient systems should exhibit correct state transitions en-
compassing a larger environmental subset. This, however,
is not so straightforward as it appears because of the un-
avoidable trade-off between closure and openness. While
the number of environments that a system can handle is hard
to question as an objective factor for sustainability, the man-



Figure 9: Visual representation of GoL grid subdomains in
terms of environment-structure specificity. The colored en-
vironmental cells depict the (probability) distribution from
the equivalent set of all the environmental configurations
that will produce a same structural response. Dark colours
represent fewer active instances; conversely, light colours, a
high probability of activation for that cell. As can be seen,
the zigzag (left) interpretation is far less precise (i.e., more
homogeneous, hence more uncertain) than that of the baby
pattern (right) where two cells (left/right top corners) can be
interpreted as cues. This can be measured as information.

ner in which these responses are distributed, in terms of in-
novation versus control, is also highly relevant, especially
when taking into account the limited algorithmic capacity
that GoL patterns can embody (this probably extends to sim-
ple organisms, in cognitive terms). A clear example of this
is the opposite symsets/environments relations displayed by
the ’zigzag’ and ’baby’ patterns (see table 2). Whereas
the former has only three different behavioral alternatives
(structural transitions), it still accounts for a large range of
external cases; conversely, ’baby’ (likewise ’flag’ or ’tetris-
T’) possesses many more available (structural) actions, for
an overall similar number of circumstances to which it can
apply them. This can be represented visually and in terms of
information, by contrasting the probability distribution as-
sociated with the set of possible environmental states that
produce the same specific transitions. For this, we specifi-
cally used the Earth Mover’s Distance (EMD) (Rubner et al.,
1998) (see example in fig.9).

Our guess is that organizational dynamics modulate these
tendencies in a general fashion, rather than moving towards
a local (by structural instantiation) equilibrium. As we
know, behavioral convergence has the great advantage of
exerting some degree of control upon external dynamics,
making them more predictable (canonical patterns in empty
grids serve as a good analogy for this: as long as the canoni-
cal cycle continues, canonical structures recursively produce
others, but more importantly, they don’t mess-with/alter the
environment emptiness). However, assuming an axiomatic
higher environmental potential variability than a system con-
tained by it, distribution into more branches can provide the
system with more chances for sustaining than even a hy-
pothetically full, but narrow environmental categorization.
It is in this sense that we claim that organizationally closed
(or autonomous) systems continuously and progressively ex-

Figure 10: The full mapping of valid transitions spawning
from the patterns discussed in this section. While open-
ended nodes (i.e., of uncertain/unknown further transforma-
tions) account for most cases, there is a clear recursive com-
ponent giving rise to an expanded organizational domain.

pand their organizational domains in an open-ended fashion,
because system-environment interactions impose transfor-
mations that, if not disintegrative, will produce new forms
of structural coherence, therefore altering the intrinsic or-
ganizational logic. Since these extrinsic effects can’t be
avoided, resilient systems would then be those capable of
self-sustaining by a robust integration of aggregated states
into the organizational domain through production of fur-
ther recursive transitions. Exactly this kind of process seems
to take shape in the organizational space of the expanded
blinker (see fig.10 for reference), where open (previously
unknown) states from the full valid mapping of blinker trans-
formations transition into other unknown states (as well as
known ones) under given external constraints.

The instantiation of recursive structural relations can be
appreciated better by considering just the transitions be-
tween the patterns that have been exhaustively analyzed
(within the cap for number of active cells), this is displayed
in figure 11. From this more general stance, it is difficult not
to consider this (limited) set of structures as if they were not
organizationally overlapping, insofar as transitions among
states are both selectively specified and environmentally co-
dependant.

Discussion and Concluding remarks
Throughout this paper we have presented an approach to
the notion of organizational closure in terms of multidimen-
sional mappings, whereby the closed domain produced by
the structural transformations of the system can be charac-
terized and, building upon this, we have conceptually related
organizational closure with the (general) notion of open-
endedness in terms of adaptive autonomous dynamics. Fi-
nally, we have illustrated these ideas within a toy experiment
setup in GoL, re-examining previous assumptions regarding
structural and organizational correspondences (Beer, 2004,



Figure 11: Mapping of the transitions among the 12 pat-
terns examined through this section. Considering that these
transitions obey the differential structural selectivity given
by the concrete configuration of the patterns, as wells as the
environmental circumstances in which the structure is em-
bedded, it seems reasonable to conceive them as different
instances belonging to the same organization.

2014, 2015). For reasons of space and computational limita-
tions, it is infeasible to provide an exhaustive characteriza-
tion, nonetheless, the exploration of the transitional dynam-
ics of the set of GoL patterns presented here consistently
show how open-ended organizational aggregation is extrin-
sically imposed due to unpredictable environmental fluctu-
ations that can co-specify novel state transitions, expand-
ing the organizational domain of the system and its other-
wise extremely precarious self-sustaining dynamics. Insofar
as structural configurations that are previously unknown to
the system are produced, this can be interpreted as a form
of (non-evolutionary) innovation. Moreover, while the no-
tion of innovation may be conceptually obscure (Stepney,
2021), by framing it in terms of an organizational space it
becomes operationally distinguishable; concretely speaking,
rather than the re-instantiated structure in itself (i.e., consid-
ered in organizational isolation), the crux is whether the or-
ganizational space is reshaped by it, be it by a new transfor-
mation, or by a new found transition between known struc-
tures.

Two main limitations we should mention are the use of
structures with no more than five active cells and the syn-
chronous update imposed by GoL rules. While the former
may be solved with enough computational resources (al-
though our guess is that the main principles described here
would hold), the latter requires further analytical and con-
ceptual considerations, in order to fully incorporate asyn-
chronous dynamics and multiple interacting time scales. In
fact, we believe that this could be a productive line for fu-
ture work, as the role of this kind of temporal dynamics has
been theoretically related to more complex cognitive proper-
ties (Varela, 1999; Dorato and Wittman, 2015; Friston, 2018;
Rodriguez et al., 2023).

An interesting, probably inevitable question is whether
the whole set of possible patterns of activation could be
conceived as just one organizationally closed system. We
reckon that this will depend to a large extent on how we
define identity among instances. While we have considered
structural recursion (i.e., the re-instantiation of a given struc-
ture or a sequence of them) as a criterion for closure (given
our specific toy experiment and the nature of the GoL), it is
important to keep in mind that organizationally closed dy-
namics don’t necessarily require this to be the case, some-
thing which is evident when considering the development of
living organisms, in which these structural nodes or attrac-
tors are replaced by functions upon viability conditions in a
more complex state space. An alternative criterion could be
individualization through membranes, which has also been
proposed as a necessary condition (in more or less abstract
ways, e.g. Maturana and Varela (1973); Varela (1979); Beer
(2004); Di Paolo et al. (2017)). Although this is to a large ex-
tent implicit in our search method, a comprehensive explo-
ration starting from this premise would include other cases
(such as nested patterns, for example) and in consequence, a
different methodology.

Regarding the elusive relation between autonomous dy-
namics and adaptive capacities, while the notion of adap-
tivity has gained relevance as an alternative to the rather
adaptive-less original formulation of autopoiesis (Di Paolo,
2005; Di Paolo et al., 2017), conceptual nuances entailed
by its reliance on semantic attributions cast doubts on it
(Hutto and Myin, 2017), at least in the context of minimal
autonomous systems. This is a second line we envision for
future work and we hope that the notion of open-ended or-
ganizational closure proposed here may contribute as a sort
of theoretical middle ground. Whether we conceptualize it
as a single property (insofar as closure and openness only
manifest consonantly) or as two properties in a continuous
oscillatory tension, in future work it may become important
when analyzing evolutionary scenarios, especially with re-
spect to the transmission of genetic information (Soros and
Stanley, 2014; Packard et al., 2019a,b). In this sense, re-
garding possible logical orders of implication (Hintze, 2019;
Pattee and Sayama, 2019), we guess that, like in many natu-
ral cases, there is a constant trade-off between stability and
flexibility. The former being fundamental to self-sustained
existence and probably incremental in the absence of signif-
icant environmental changes, whereas the latter provides the
system with the potential to overcome these changes through
the rearrangement of its organizational dynamics. And al-
though advantages and disadvantages of both these proper-
ties are relatively evident, in general there won’t be some-
thing that we can point at as some sort of natural tendency
or preference, given that the modulation between them will
actually fluctuate continuously depending mainly on the en-
vironmental context, rather than on some intrinsic disposi-
tion of the system towards innovation as a purpose in itself.
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