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Figure 3.  H
ierarchy of dim

ensions of probabilistic situations.  (O
peration sym

bols and encoding explained in text.)

Independent (betw
een trials)

 O
peration Sym

bols: &, v, «
 E.g.: Throw a die twice.  Toss 5 coins. Toss a coin and die.
 Encoding: Vertical separation of trials, scaling  of lines.

 Set-Linked 
 E.g.: Toss a coin, if a ‘H’ toss 

again, else throw a die.
 Encoding: Select/om

it segm
ent

Unlinked
 E.g.: Throw one die twice, or two 

at once.
 Encoding: Successive scaled 

lines

Joint
 E.g., O

dd or prim
e on a die.

 Encoding: O
verlap segm

ents

Disjoint
 E.g.: O

dd or even on a die.
 Encoding: Not overlapped

 Dependent (w
ithin a trial)

O
peration Sym

bols: «
, »

, |
E.g.: O

dd cf. even cf. prim
e num

ber on 1 throw of a die.
Encoding: Assem

ble/segm
ent lines horizontally.

Probability-Linked
 E.g.: Toss a coin, if a ‘H’ toss tail biased coin, 

else throw a head biased coin.
Encoding: Adjust segm

ent lengths

Set-and-Probability-Linked
 E.g.: Toss a coin, if a head toss a biased 

coin, otherwise throw a ‘6’ biased die.
 Encoding: Select/om

it and adjust lengths

 Probabilistic situations
 

Linked
 E.g.: Do different things on outcom

es of 
coin toss.

 Encoding: Select/om
it segm

ents of 
scaled lines

 Sim
ilar-unl

inked 
 E.g.: Toss coin twice.
 Encoding: Repeat line Dissim

ilar-unl
inked 

 E.g.: Toss a coin then throw a die.
 Encoding: Add new line


